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Abstract: Automated complex-span tasks are widely used to assess working-memory capacity and the English versions show good psychometric properties (Unsworth, Heitz, Schrock, & Engle, 2005). However, it is generally an open question whether translated task versions have the same properties as the original versions and whether results obtained with translated tasks can be interpreted equivalently to those obtained with the original tasks. We translated the complex-span tasks and had a sample of German participants perform these tasks as well as a running-memory-span task and a reasoning test. We assessed the reliabilities of the German complex-span tasks and their construct and criterion-related validities. Extrapolating from cross-cultural literature, we also employed a test of measurement invariance to compare the correlational patterns as well as the construct structure between the German sample and a similar North-American sample. Results show that the German complex-span tasks are reliable and valid indicators of working-memory capacity and that they are metrically and functionally equivalent to the original versions. As measurement equivalence is an important but often neglected topic in basic cognitive psychology, we also highlight the general benefits of using equivalence tests when translating cognitive tasks.
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Assessing Working-Memory Capacity

Working-memory capacity (WMC) tests are among the most frequently used tools for the objective assessment of cognitive abilities in psychology (Conway et al., 2005). A number of different tasks have been suggested for WMC assessment, such as n-back, recall n-back, pattern...
Testing for Equivalence of Psychological Assessment Tools

Psychological instruments are often translated to be used analogously to the original instruments in language areas other than the one they were originally developed for (Gudmundsson, 2009). It has been pointed out in psychological assessment literature that the reliability and validity of translated assessment tools have to be tested anew and cannot be inferred from the psychometric properties of the original versions (Peña, 2007). Some researchers – and especially those involved in the International Test Commission (ITC) – further developed guidelines for proper language adaptation (Hambleton, 2001; Muniz, Elosua, & Hambleton, 2013; Van de Vijver & Hambleton, 1996) which comprise a set of a priori measures ensuring a good quality of the translated versions, such as recommendations regarding the translation process (see Harkness, 2003), as well as measures ensuring a posteriori that two language versions of an instrument produce comparable outputs.

Achieving equivalent language versions is especially relevant when comparing national or cultural groups, because group-dependent biases at the item, method, and construct level can render test scores obtained in different groups incomparable resulting in incorrect conclusions about national or cultural group differences (Van de Vijver & Leung, 2011). Consequently, several psychometric tools, including some cognitive tasks, have been developed or adapted for cross-national or cross-cultural study purposes, for example, for comparing students’ cognitive abilities between different nations as it is done in the Program for International Student Assessment (e.g., Kankaras & Moors, 2014) or for the comparison of cognitive development between Western and African cultures (e.g., Grigorenko et al., 2007; Zuilkowski, McCoy, Serpell, Matafwali, & Fink, 2016).

However, whereas researchers who are directly concerned with cross-national or cross-cultural research questions tend to consider translation-immanent threats to task equivalence, researchers who simply intend to use translated task versions in their own language area are less aware of and/or concerned about these threats. When translated cognitive tasks are used to derive performance indicators (e.g., mean accuracy rates or response times) for an underlying construct that are then compared between (quasi-) experimental groups or correlated with other constructs within one language area, one might typically not think of (and often also not expect) nonequivalence between the original task and its translation. That is, at first glance, equivalence between different language versions of cognitive tasks seems to be of minor
importance for this kind of research. However, because cognition researchers from different language areas intend to investigate the same latent psychological constructs with their respective language versions of a cognitive task, we argue that task equivalence is of critical importance.

Nowadays, more and more cognitive psychologists from different language areas publish their research preferably in English, often using North-American psychology journals as outlets (Piocuda, Smyers, Knyshev, Harris, & Rai, 2015). Thus, all researchers contribute to a shared knowledge base and, consequently, global cognitive psychology science (implicitly) relies on the assumption that basic findings of scientific value—for instance regarding basic cognitive principles—generalize across language areas. We argue that, for this reason, certain levels of equivalence between different language versions of cognitive tasks are warranted and should thus be tested for, namely, metric equivalence of the test scores that are derived from these tasks and that serve as indicators for a construct of interest as well as functional equivalence of the constructs themselves. According to Van de Vijver and Leung (11), metric equivalence requires the relations of test scores within each to-be-compared (language) group to be comparable across groups. Functional equivalence requires the construct assessed with the tasks to be embedded within its nomological network across groups in a similar fashion. A lack of metric and/or functional equivalence will render findings (e.g., group comparisons or correlational patterns) obtained with one task version incompatible with the findings obtained with another version. Such incompatibility will likely cause confusion in the respective literature as well as the (wrong) impression that established findings are not reliable, and thus finally harm scientific progress.

At first sight, nonequivalence across different language versions of cognitive tasks may seem unlikely because many of these tasks comprise nonverbal test items that can thus be used in different language versions without modification. However, these tasks regularly rely on verbal instructions. Although it may often be sufficient for participants to understand the gist of what to do when receiving instructions for a cognitive task, translation-immanent variations in instructions can cause biases (He & Van de Vijver, 2012). For instance, if difficulties with understanding the instructions were more likely to occur in the translated than in the original task version, the average task-score reliability of the translated version would be reduced. Along these lines, subtle wording differences between original and translated task versions may alter the strategy with which participants approach the tasks or the level of motivation participants devote to the tasks. Of course, task equivalence is even more likely to be jeopardized when test items themselves are verbal (cf. Geisinger, 1994; Gudmundsson, 2009).

These considerations become especially relevant in the light of recent initiatives to conduct multi-lab replication studies (see Simons, Holcombe, & Spellman, 2014). In these initiatives, several researchers, often from different countries, run exact replications of one experiment to test the reliability and robustness of its outcome. Nonequivalence between measurement tools used in the original study and by the participating researchers is a serious threat to such replication attempts. We will further discuss implications of nonequivalence for replication science in the Discussion section.

In sum, we argue that a lack of metric and/or functional equivalence between different language versions of cognitive tasks—and especially between those that are standard instruments for the assessment of central cognitive constructs, like the WMC tasks validated here—is a potential caveat for basic cognitive science, especially since it has become more global. We therefore suggest, in line with recommendations for cross-cultural studies (Van de Vijver & Leung, 2011), to test not only for reliability and validity but also for measurement equivalence when translating cognitive tasks, even when tasks are used within one language area only. Such equivalence tests allow the required level of metric and functional equivalence between original and translated task versions to be secured a posteriori and without much additional effort. In the present study, we illustratively employed such tests, to ensure that the German complex-span tasks can be used and interpreted analogously to the original English versions.

**Testing for Measurement Equivalence**

Measurement invariance tests ensure that members from different groups who have the same standing on a construct will achieve the same test scores (Schmitt & Kuljanin, 2008). Measurement invariance tests as well as comparisons of reliabilities, in terms of the true-score to total-variance ratios, and convergent validities, in terms of factor variances and covariances, can be conducted as multigroup comparisons within the confirmatory factor analysis (CFA) framework (Byrne & Stewart, 2006). An illustrative CFA model is displayed in Figure 1. As the CFA framework can be used to establish both metric and functional equivalence it is especially suitable for the validation of translated tasks.

Vandenbarg and Lance (2000) distinguish three levels of measurement invariance, namely configural, metric, and scalar invariance. To assess measurement invariance levels, the fits of the three measurement invariance models are often tested against each other (Cheung & Rensvold,
Figure 1. General structural equation model for the test of measurement invariance. $Y_i$ represent items that are manifest indicators of any psychological construct; $\eta$ represents the construct of interest; $\lambda$ represent the factor loadings from the manifest on the latent variables; $\delta$ represent item intercepts; $\epsilon$ represent unique variances of the indicators; $\mu$ represents the construct mean; $\sigma^2$ represents the construct variance.

However, these procedures test for exact invariance, that is, for any difference between groups – even those that are negligibly small and thus probably meaningless. Because of this very conservative assumption, exact measurement variance is hardly ever achieved in practice.

Alternatively, Vandenberg and Lance (2000) suggest partial measurement invariance tests that require only some parameters to be invariant across groups (or measures to be invariant across some groups). As partial invariance tests do not provide a solution for situations where only few groups and few measures are compared (as it is usually the case with validation studies), we will not discuss this approach in broader detail here.

Another alternative are approximate measurement invariance tests (e.g., van de Schoot et al., 2013). They use a Bayesian structural equation modeling (BSEM) approach to test for statistically reliable differences between groups, thereby tolerating minor parameter variations but requiring the mean of differences to be approximately zero across groups. To this end, the relevant parameter differences need not be exactly zero but only close to zero (i.e., follow a prior distribution centered around zero). This less conservative approach is especially useful when there are several small deviations from strict invariance (De Boeck, 2008; Muthén & Asparouhov, 2013). Additionally, the BSEM approach generally requires smaller sample sizes (Hox, Moerbeek, Kluythmans, & van de Schoot, 2014; Hox, van de Schoot, & Matthijsse, 2012; van de Schoot et al., 2013), and a parameters-to-observations ratio of 1:3 is often sufficient to achieve meaningful results with this approach (Lee & Song, 2004). For these reasons, the BSEM approach can be fruitfully applied to smaller-scale studies (e.g., van de Schoot, Broere, Perryck, Zondervan-Zwijnenburg, & van Loey, 2015) as done in the present case.

### The Current Study

For the present study, the complex operation-span, reading-span, and symmetry-span tasks were obtained from the authors of the original versions (Unsworth et al., 2005). Then, the first and the second author translated task instructions and all other verbal task materials into German. One author always translated the entire task with the other author critically reviewing the translation. A native German student assistant finally checked for incomprehensibility issues of the translated material. Our translations of the complex-span tasks can be downloaded from Dr. Engle’s website (Attention & Working Memory Laboratory, 2016).

To validate the German versions of the complex-span tasks we had a sample of German participants perform our translated task versions and assessed the tasks’ reliabilities and convergent validities by correlating WMC with performance in a reasoning test, college admission grades, and another WMC test (i.e., running-memory-span task). We further tested whether the German task versions were metrically and functionally equivalent to the English task versions, so that one was able to use them analogously. To this end, we identified a similar North-American sample from a previous study (Unsworth et al., 2009) and compared the correlational structure between samples.

### Methods

#### Participants

One hundred students (18–31 years, $M_{\text{age}} = 22$; 76% female, all native German speakers) from a German university and from other schools of higher education in the area participated in the two-session study. The students majored in various subjects and received monetary compensation for participation; psychology students could opt for course credit.

#### Materials and Procedure

All tasks used in this study were programmed with the software Eprime (Psychology Software Tools, 2012); data

---

1. Different cognitive tasks were administered in Sessions 1 and 2 and data from the two sessions were combined via an anonymous individual code. Because we were not able to link four participant codes from the second session to the codes from the first session, only 96 data points from the tasks from the first session were analyzed.
collection was organized with the software hroot (Bock, Baetge, & Nicklisch, 2014).

Complex-Span Tasks

Participants of the Operation-Span (OSpan) task are presented with math problems followed by a number. Participants must decide whether this number is the solution to the preceding math problem or not (processing component). After each math problem, a letter is presented for 800 ms, which participants must remember for a final memory test (storage-component). Each OSpan trial comprises a set of three to seven processing-storage units with a final memory test. For the memory tests, participants must identify the previously presented letters from the set in a $4 \times 3$ matrix that contains all possible letters (i.e., F, H, J, K, L, N, P, Q, R, S, T, and Y) by clicking on them in correct serial order. Participants are asked to hit a “blank” button whenever they have forgotten a letter in a series. There is no time limit for the final memory test. The OSpan task comprises a total of 15 trials (i.e., three of each set size). Imperceptible for participants, the task is further divided into three subblocks. Each set size occurs once in each subblock but the set size is randomly determined within each subblock.

The Reading-Span (RSpan) task has a similar structure as the OSpan task, except that the processing component requires judging whether a given sentence is semantically meaningful or not. The storage component is identical to that of the OSpan task. RSpan trials comprise three to seven processing-storage presentations and 15 trials (divided into three subblocks) in total.

The processing component of the Symmetry-Span (SymSpan) task requires judging whether a given geometric figure is symmetrical or not. For its storage component, a $4 \times 4$ matrix is presented after each geometric figure, one field of which is highlighted. At the end of each trial, which can comprise two to five processing-storage presentations, participants must recall the highlighted screen positions by clicking on an empty matrix in the correct order. The SymSpan task contains 12 trials divided into three subblocks.

All complex-span tasks include three practice blocks, that is, a storage-only (4 trials), a processing-only (15 trials), and a processing-and-storage block (15 trials). Based on the performance in the processing-only block, individual time limits are calculated for the combined practice block and for the actual task (i.e., mean response time plus 2.5 SDs).

To prevent participants from delaying their processing in order to rehearse the to-be-stored items, processing trials are terminated whenever participants’ response times exceed the time limit. The terminated trials are counted as processing errors in these tasks. Each complex-span task lasted approximately 12 min ($M_{OSpan} = 12.24$ min; $M_{RSpan} = 12.12$ min; $M_{SymSpan} = 11.43$ min).

Running-Memory-Span (RunSpan) Task

In each trial of this task, participants are presented with a series of letters and have to remember a certain set size, that is, the last $n$ letters of a series ($3 \leq n \leq 7$). The same letters as for the OSpan and RSpan tasks are used in this task. Participants are informed about the set size at the beginning of each trial and there are three trials of each set size ($n + O; n + 1; n + 2$). Letters are present one after the other in the middle of the screen for 300 ms with an inter-stimulus-interval of 200 ms. At the end of each trial, participants have to select the previously presented $n$ letters in the correct order in a $4 \times 3$ matrix that contains all possible letters. On average, it took participants 13.15 min to perform this task.

Reasoning Task

Participants are presented with 18 spatial reasoning problems one after another with the level of difficulty increasing from one to the next. The problems were drawn from the advanced progressive Raven matrices set II (Raven, 1962). Participants are instructed to solve as many problems as possible within 8 min. Each problem consists of a $3 \times 3$ matrix with each cell, except for the lower right one, containing geometric figures. The arrangement of figures within the matrix follows a certain pattern. Participants must select the figure they think will complete the pattern out of an array of six optional figures. This task lasted approximately 12 min.

Participants of the present study attended two sessions. In the first session, all participants performed the OSpan task, an unrelated long-term memory experiment, the RunSpan task, and an unrelated prospective-memory experiment. In the second session, that took place two to four weeks later, participants performed the RSpan, SymSpan, and the reasoning tasks and indicated their college admission grade (CAG). These grades are calculated from both individual high-school grades and standardized final exams and have been shown to be strongly correlated with intelligence test scores (Roth et al., 2015).

Task Scores

The complex-span-task programs provide different scores to the experimenter. The partial span scores (in some older task versions also called total span scores) reflect the sum of items recalled in the correct position, independent of whether the whole item set or only parts of it were correctly recalled. Because of their higher internal consistency and stronger correlations with external criteria, the authors of the
We then calculated Cronbach’s sub-score, and the third occurrences into a third sub-score. As each set size occurred three times in all working-memory tasks, we combined the first occurrences of all set sizes into one sub-score, the second occurrences into another sub-score, the third occurrences into a third sub-score. The assessed CAGs could theoretically range from 1.00 (best to-be-achieved grade) to 4.49 (worst to-be-achieved grade). CAGs of 4.50 or lower do not allow for college admission.

Results

We set the Type I error probability to $\alpha = .05$ for all analyses. The software Mplus 8.0 (Muthén & Muthén, 1998–2016) was used to conduct the structural equation model analyses. Software inputs and outputs for all analyses are provided in the Electronic Supplementary Materials (see ESM 1–9).

Descriptive Statistics and Preliminary Analysis

Descriptive statistics for all tasks are displayed in Table 1. As each set size occurred three times in all working-memory tasks, we combined the first occurrences of all set sizes into one sub-score, the second occurrences into another sub-score, and the third occurrences into a third sub-score. We then calculated Cronbach’s $\alpha$ across these sub-scores (cf. Unsworth et al., 2005). For the reasoning test, we conducted Cronbach’s $\alpha$ across individual items. We conducted a CFA to test whether the three complex-span scores would form a general WMC factor and whether reasoning and CAG would form a general cognitive ability (gCA) factor. Additionally, we examined whether WMC and gCA were correlated. The model is displayed in Figure 2a. The $\chi^2$-value, the comparative fit index (CFI), the root mean square error of approximation (RMSEA), and the standardized root mean square residual (SRMR) were used to assess model fit.

The CFA model achieved an acceptable fit, $\chi^2(4) = 5.29$, $p = .259$; CFI = .982; RMSEA = .057; and SRMR = .037. In line with previous findings, as evident from Figure 2, there were substantial correlations between WMC and gCA, $r = .69$ (cf. Shipstead, Harrison, & Engle, 2016) as well as between WMC and RunSpan performance, $\beta = .73$, $p < .001$ (cf. Harrison et al., 2013).

The preliminary analyses already showed that all span tasks loaded on a latent WMC factor and that WMC was correlated with external criteria, such as cognitive abilities and another WMC measure. Next, we formally tested for measurement invariance between the WMC measure derived from our German sample with the translated task versions and the same WMC measure derived from a North-American sample with the original tasks.

Equivalence Tests Between the German and English Complex-Span Task Versions

We employed CFA and BSEM analyses to evaluate measurement invariance between our German translations of the complex-span tasks and the original English versions.
and the scalar invariance model. In general, a nonsignificant metric invariance model as well as between the metric measurement invariance between the configural and the CFI, RMSEA, and SRMR were used to evaluate the exact equal across samples. Changes in Measurement Invariance of the WMC Tasks

For this analysis, we used the dataset from Unsworth et al. (2009) as the reference sample. Because our sample was an all-student sample, we excluded all nonstudents from the Unsworth-et-al. sample. This resulted in $N_{\text{North-American}} = 105$ (18–32 years, $M_{\text{age}} = 21$; 53% female). The OSpan, RSpan, and SymSpan scores were used as indicators for a latent WMC factor. In each sample, two subscores were obtained from the reasoning task by employing an odd/even split. The sub-scores were then used as indicators for a latent reasoning factor.

Measurement Invariance of the WMC Tasks

For the configural invariance model, all model parameters were estimated freely for both samples. For the metric invariance model, factor loadings ($\lambda_i$) were restricted to be equal across samples. For the scalar invariance model, the item intercepts ($\delta_i$) were additionally restricted to be equal across samples. Changes in $\chi^2$-values as well as in CFI, RMSEA, and SRMR were used to evaluate the exact measurement invariance between the configural and the metric invariance model as well as between the metric and the scalar invariance model. In general, a nonsignificant $\chi^2$-value suggests adopting the more parsimonious model (scalar over metric, metric over configural). According to Chen (2007) $\Delta\text{CFI} \leq -.005$, $\Delta\text{RMSEA} \leq .010$, and $\Delta\text{SRMR} \leq .025$ between the configural and the metric model suggests metric invariance and $\Delta\text{CFI} \leq -.005$, $\Delta\text{RMSEA} \leq .010$, and $\Delta\text{SRMR} \leq .005$ between the metric and the scalar model suggests scalar invariance in smaller samples. These values were developed based on simulation studies not only with samples of $N = 300$ but also with models with considerably more indicators (i.e., 8 or 12) than the present study. We thus decided to preferably rely on changes in $\chi^2$-values and CFI, which are less affected by sample size and model complexity, in case of inconclusive evidence from the indices.

Model fit results are displayed in Table 2. Whereas $\chi^2$-values, CFI, and RMSEA suggest metric invariance, SRMR indicated configural invariance. In light of the conflicting evidence, we chose to prioritize $\chi^2$-values and CFI evidence, which both suggested metric invariance. Because the estimated model parameters based on the three models revealed only minor differences in factor loadings and intercepts, we additionally investigated approximate measurement invariance, which seemed to be most appropriate in the present case (De Boeck, 2008). Whereas the present

Table 2. Exact and approximate measurement invariance tested with multi-group structural equation models

<table>
<thead>
<tr>
<th></th>
<th>Exact measurement invariance</th>
<th>Approximate measurement invariance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\Delta\chi^2$ ($df = 2$)</td>
<td>CFI</td>
</tr>
<tr>
<td>Configural invariance</td>
<td>–</td>
<td>1.000</td>
</tr>
<tr>
<td>Metric invariance</td>
<td>1.164</td>
<td>1.000</td>
</tr>
<tr>
<td>Scalar invariance</td>
<td>7.924*</td>
<td>0.973</td>
</tr>
</tbody>
</table>

Notes. CFI = comparative fit index; RMSEA = root mean square error of approximation; SRMR = standardized root mean square residual; $ppp = posterior$ predictive probability; BCI = Bayesian credibility interval for the difference between the observed and the replicated $\chi^2$-value, $N = 205$; *$p < .050$.

For this analysis, we used the dataset from Unsworth et al. (2009) as the reference sample. Because our sample was an all-student sample, we excluded all nonstudents from the Unsworth-et-al. sample. This resulted in $N_{\text{North-American}} = 105$ (18–32 years, $M_{\text{age}} = 21$; 53% female). The OSpan, RSpan, and SymSpan scores were used as indicators for a latent WMC factor. In each sample, two subscores were obtained from the reasoning task by employing an odd/even split. The sub-scores were then used as indicators for a latent reasoning factor.

3 We thank Nash Unsworth for sharing his dataset with us.
sample size was rather small for exact measurement invariance tests in the CFA framework, it was supposedly more adequate for Bayesian approximate invariance tests, as the BSEM approach requires smaller samples (Hox et al., 2014; Lee & Song, 2004; van de Schoot et al., 2013). Approximate measurement invariance was evaluated based on the posterior predicted probability (ppp) and the Bayesian credibility interval (BCI) for the difference between the observed and the replicated variance. A ppp > 0 and a 95%-BCI including zero were considered as indicative for invariance between two models (e.g., van de Schoot et al., 2013). As evident from Table 1, both ppp and BCI suggest accepting approximate scalar invariance.

Comparability of Reliabilities and Convergent Validities

Composite reliability was evaluated as the ratio of true-score variance of the performance score ($\sigma_{TP}$) to the total performance variance ($\sigma_T$): $\omega = \sigma_{TP} / \sigma_T = [\eta^2 / (\eta^2 + \Sigma (\lambda_i)^2)] \times \eta / \Sigma (\lambda_i) + \Sigma (\varepsilon_i)$. This composite reliability estimator, which is suggested by Raykov (1997; see also McDonald, 1999), for example, has the advantage compared to traditional approaches like Cronbach’s $\alpha$ of the measurement model and the reliability being estimated simultaneously, without requiring any additional assumptions. Furthermore, the composite reliability provides an unbiased estimate whereas Cronbach’s $\alpha$ tends to underestimate the reliability of tau-cov generic measurement models with unequal factor loadings across indicators (cf. Cortina, 1993). Finally, reliabilities obtained within different groups can be directly compared in the CFA framework (Schmitt & Kuljanin, 2008; Vandenberg & Lance, 2000).

We estimated the composite reliability within the CFA model described in Figure 1. The estimated reliability was .87 in the German and .75 in the North-American sample. We compared model fits of a model without restrictions and a model assuming equal loadings, true-score and error variances across the two samples. The difference between models was significant $\Delta \chi^2(6) = 13.67, p = .034$. At first glance, this result suggests that the WMC factor obtained with the German tasks is more reliable than that obtained with the English tasks. However, as reliability is defined as the ratio of true-score variance to total variance, it reflects both the magnitude of measurement error as well as the magnitude of the true-score variance (e.g., Lord & Novick, 1968). In the present case, the lower reliability in the North-American sample was due to a lower true-score variance rather than a higher measurement error and thus reflects sample characteristics rather than lower measurement precision.

The convergent validity of the WMC task was evaluated based on the correlation between the latent WMC and the latent reasoning factors. The correlation was $r = .69$ in the German sample and $r = .42$ in the North-American sample. We compared the model fit of a model without restrictions and a model assuming equal correlations. The difference between models was not significant, $\Delta \chi^2(1) = 2.42, p = .120$, suggesting similar convergent validities within the two samples.

Discussion

The German task versions showed satisfying reliabilities and decent levels of convergent validity with indicators of cognitive abilities and another WMC task. Additionally, we found strong evidence for exact metric and approximate scalar equivalence between the translated German and the original English versions. Finally, the correlations between the latent WMC factor and reasoning abilities did not differ significantly across the two language groups. Numerically, however, the translated task versions correlated more strongly with the reasoning test compared to the original versions. In light of the present sample size, which was sufficient for the (approximate) measurement invariance test, but rather small for the comparison of correlation coefficients, one could argue that the statistical power simply was not high enough to detect a difference between correlations. Thus we cannot make a strong argument that the correlation between WMC and reasoning in the German and the North-American sample was truly equivalent. However, the correlation in our German sample was quite in the range of correlations between WMC and higher-order cognitive abilities usually observed in North-American samples (Shipstead et al., 2016), whereas the correlation in the Unsworth-et-al. sample was a bit lower than one would usually expect. We therefore interpret the present finding as preliminary evidence for the convergent validity of the German complex-span tasks that lies within the to-be-expected range. Taken together, the present findings provide satisfactory support for metric measurement equivalence between the English and German tasks as well as preliminary evidence for functional equivalence as indexed by the convergent validities with a reasoning test.

There are other German WMC-assessment tools available, which partly rely on similar tasks but somewhat different WMC conceptualizations (e.g., Lewandowsky, Oberauer, Yang, & Ecker, 2010). We believe, however, that the German versions of the complex-span tasks that are comparable with the widely used English versions by Unsworth, Engle, and colleagues will be useful for researchers from various fields independent of which theoretical working-memory
approach they favor (see also Conway et al., 2005, for an overview of different application domains).

The present results suggest that our translated tasks measured the construct of interest similarly well as the original tasks. However, when translating cognitive tasks, one cannot take such equivalence for granted. Due to the verbal aspects of task materials or instructions, translation-immanent biases may reduce the consistency of results obtained with supposedly parallel language versions, indicating methodological rather than theoretical shortcomings. Many cognitive psychology researchers who are concerned with drawing cross-national or cross-cultural comparisons usually take these issues into account (e.g., Zuilkowski et al., 2016; but see also Ellefson, Ng, Wang, & Hughes, 2017, for a recent example where this is not the case). Researchers who simply translate tasks to use them in their own language area, however, often largely ignore these challenges. For cognitive psychology as a global science, we think these considerations are especially important as a lack of metric and/or functional equivalence between tasks that should measure the same construct can be responsible for bad replicability of findings.

In the light of recent global initiatives investigating the replicability of psychological findings, one should consider the possibility of translation-immanent biases when evaluating “reproducibility failures.” Stanley and Spence (2014) recently pointed out that artifacts, such as differences in sampling error, measurement error, and range restrictions, render exact replication very difficult. Whereas it is not possible to test the influence of unsystematic artifacts, one can test for potential systematic artifacts, such as translation-immanent biases. For example, in a recent unsuccessful multi-labs’ replication attempt of the “ego-depletion” effect (Hagger & Chatzisarantis, 2016b), there was a trending effect across the English studies but not across other-language studies (Sripada, Kessler, & Jonides, 2016). This observation does not fully explain the replication failure because even across the English studies the effect was very small (Hagger & Chatzisarantis, 2016a) and the inability to produce the effect with task settings in other languages may well just speak against the effect’s generalizability. However, there is a chance that that original and translated tasks were not equivalent, rendering the cross-language replications especially troublesome.

Also for the widely acknowledged Reproducibility Project (Open-Science-Collaboration, 2012, 2015), some of the tasks from the original studies were translated for replication in a different country – but without testing whether the translated versions were equivalent to the original versions. Others have raised somewhat similar concerns by arguing that cultural differences were responsible for the poor replicability rates reported in the Reproducibility Project (Gilbert, King, Pettigrew, & Wilson, 2016). To be clear, we do not believe that translation-immanent biases or actual cultural differences can explain the low replication success rate in cognitive psychology and we generally agree with the authors of the Reproducibility Project that the low replicability rate of psychological findings is alarming (Open-Science-Collaboration, 2016). Nevertheless, translation-immanent biases may have contributed to some of the replication failures in this project and future global replication projects should control for them. We therefore suggest ensuring metric and functional equivalence by employing Bayesian tests of approximate measurement invariance whenever different versions of a cognitive task are used in different language areas and results obtained with these task versions are then combined in one way or another.

In conclusion, because measurement invariance tests can be employed to test for translation-immanent biases without much additional effort, we believe they are a powerful tool that should not be limited to only being applied to tasks that are used in cross-national and cross-cultural research. Instead, we strongly suggest that they should also be used for ensuring the general appropriateness of task translations. In the present study, we showed that the test scores obtained with the German versions of the automated complex-span tasks are reliable, valid, and equivalent to the original English versions. These findings indicate that the German versions of the complex-span tasks can be applied to German populations in a similar manner as the original English tasks are applied to English populations. Furthermore, they illustrate the general usefulness of measurement invariance tests for the validation of translated cognitive tasks.
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