Memory & Cognition
1999, 27 (6), 1042-1050

The effect of memory load on negative priming:
An individual differences investigation

ANDREW R. A. CONWAY
University of Mlinois, Chicago, Nllinois

STEPHEN W. TUHOLSKI
Southern Illinois University, Edwardsville, lllinois

REBECCA J. SHISLER
University of South Carolina, Columbia, South Carolina

and

RANDALL W. ENGLE
Georgia Institule of Technology, Atlanta, Georgia

The effect of a verbal (Experiment 1) and a nonverbal (Experiment 2) memory load on negative prim-
ing was investigated by employing a concurrent memory task with a letter naming task. Across both
experiments, negative priming was reliable only under conditions of zero memory load, suggesting that
the processes that contribute to negative priming are resource demanding and dependent on a domain-
free resource pool. Individual differences in negative priming were observed, such that high working
memory capacity subjects showed reliable negative priming whereas low working memory capacity
subjects did not. The results suggest that the negative priming effect results from allocation of con-
trolled attention and that individual differences in working memory capacity correspond to the ability

to efficiently handle irrelevant information.

Negative priming refers to the finding that responses
to stimuli that have recently been ignored are slowed
(Dalrymple-Alford & Budayr, 1966; Tipper, 1985: for re-
views, see Fox, 1995; May, Kane, & Hasher, 1995). The
negative priming effect has been examined in great detail
because it provides a window into the processes involved
in selective attention. Initially, the critical process involved
in negative priming was assumed to be inhibitory in nature
(Greenwald, 1972; Neill, 1977). More recent investiga-
tions have suggested a memory retrieval process (Neill,
1997; Neill & Valdes, 1992; Neill, Valdes, Terry, & Gorfein,
1992) or a process that combines both attention and memory-
based processes (Kane, May, Hasher, Rahhal, & Stoltzfus,
1997; Milliken, Joordens, Merikle, & Seiffert, 1998). For
the purposes of this paper, we remain atheoretical as to
what specific process is critical to the negative priming ef-
fect. We do assume, however, that the processes involved
in negative priming are implicated in selective attention
more generally. We assume that negative priming is an
index of selective attention, and therefore, if we can dem-
onstrate that negative priming is sensitive to certain vari-
ables, we will be able to conclude that selective attention
is sensitive to those variables.
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Two main hypotheses were tested in the present experi-
ments. The first was that the negative priming effect is
sensitive to both a verbal and a nonverbal cognitive load.
The second was that individual differences in working
memory capacity correspond to individual differences in
the negative priming effect. This introduction will provide
insight into the motivation for these two hypotheses.

Our previous work has already demonstrated that the
negative priming effect is sensitive to cognitive load (Engle,
Conway, Tuholski, & Shisler, 1995). In Engle etal. (1995),
subjects performed a letter naming task in which their pri-
mary task was to name aloud a letter of a given color, while
1gnoring an overlapping letter of another color. Many re-
searchers have shown that if the to-be-ignored distractor
letter on one display (prime display) becomes the to-be-
named target letter on a subsequent display (probe dis-
play), naming time is slowed on the probe. This increase in
naming time is the negative priming effect. In Engle et al.
(1995), the subjects’ secondary task was to remember un-
related words, presented after each probe trial. Thus, for
the initial prime—probe pair, there was no cognitive load,
and for each subsequent prime—probe pair, the load in-
creased. Engle et al. (1995) found that the negative prim-
ing effect diminished as cognitive load increased. Operat-
ing under the assumption that negative priming reflects an
inhibitory process, Engle et al. (1995) concluded that the
process of inhibition is effortful and resource demanding,
and therefore that when a cognitive load is introduced, in-
hibition is no longer possible, and the negative priming ef-
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fect is no longer revealed. This conclusion is consistent
with other evidence suggesting that inhibition is resource
demanding (Conway & Engle, 1994; Nakagawa, 1991;
Roberts, Hager, & Heron, 1994). However, as mentioned
above, it is not clear that the critical process involved in
negative priming is inhibition. Regardless, the Engle et al.
(1995) experiment demonstrates that whatever mecha-
nism is responsible for the negative priming effect, it is
sensitive to cognitive load.

Engle et al. (1995) argued that the process critical to
negative priming and to selective attention more generally
is domain free, relying on general “attentional resources.”
However, a potential criticism of the Engle et al. (1995)
experiment is that both the primary task (letter naming)
and the secondary task (remembering words) required the
manipulation of verbal information. It is possible, then,
that the diminished negative priming observed by Engle
et al. (1995) was due to a domain-specific conflict, not a
competition for domain-free resources. Therefore, one
goal in the present experiments was to replicate Engle
et al’s (1995) finding that negative priming was sensitive
to a verbal work-load and then generalize the finding to a
situation in which a nonverbal work-load was employed.
If negative priming is diminished under both a verbal and
a nonverbal load, the conclusion that the processes in-
volved in negative priming rely on a general resource pool
would be supported.

Our second hypothesis was that individual differences
in working memory capacity would correspond to indi-
vidual differences in negative priming. To date, differ-
ences in negative priming have only been reported when
patient groups (i.e., schizophrenics, Alzheimer’s patients)
have been compared with control groups or when groups
of subjects at different stages of development have been
compared (i.e., children and young adults or young adults
and elderly adults) (i.e., Beech, Powell, McWilliam, &
Claridge, 1989; Hasher, Stoltzfus, Zacks, & Rypma,
1991; Sullivan, Faust, & Balota, 1995; Tipper, Bourque,
Anderson, & Brehaut, 1989). The typical finding is that
groups that fail to reveal the negative priming effect (schizo-
phrenics, Alzheimer’s patients, children, the elderly) also
have a more general deficit in blocking out interfering or
distracting information (Cohen & Servan-Schreiber, 1992;
Dempster, 1992; Hasher & Zacks, 1988; Simone & Bay-
lis, 1997).

Research from our lab on individual differences in
working memory capacity has demonstrated that high and
low working memory capacity individuals differ in their
ability to handle interference (Conway & Engle, 1994;
Kane & Engle, 1997; Rosen & Engle, 1997; Tuholski,
1994). For example, Conway and Engle (1994) reported a
series of experiments which suggest that individual dif-
ferences in working memory capacity correspond to dif-
ferences in the ability to handle irrelevant information. In
two experiments, subjects memorized sets of words and
then performed a speeded recognition task, in which their
memory of the sets was tested. In one experiment, the sets
were constructed so that each set item was a member of
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two different sets. For example, if the word dog was a
member of Set 6, it might also be a member of Set 4. In
another experiment, each set item was a member of only
one set. Conway and Engle found that when there was no
overlap in set membership, high- and low-span subjects
had identical reaction time slopes, indicating no differ-
ence in retrieval rate. However, when there was an overlap
in set membership, low-span subjects showed a signifi-
cantly steeper slope than did high-span subjects. Thus, the
low-span subjects were adversely affected by the interfer-
ence manipulation, but the high-span subjects were not.

Therefore, it appears that high-span subjects are able to
efficiently handle interfering information, whereas low-
span subjects are not. On the basis of this and of the find-
ing that experimental groups that have difficulty under
conditions of interference also fail to demonstrate nega-
tive priming, we predicted that high-span subjects would
demonstrate the negative priming effect but that low-span
subjects would not.

To recap, in the present experiments we tested two main
hypotheses. The first was that the negative priming effect
would be sensitive to both a verbal and a nonverbal cog-
nitive load. The second was that individual differences in
working memory capacity would reveal themselves in the
negative priming effect. Two letter naming experiments
are reported, which differed only in the concurrent sec-
ondary task that subjects performed (verbal or nonverbal).
In the first experiment, subjects performed the letter nam-
ing task while remembering words. In the second experi-
ment, subjects performed the letter naming task while re-
membering polygons. To preview the results, both verbal
and nonverbal secondary tasks effectively eliminated the
negative priming effect. Also, in both experiments, high-
span subjects showed reliable negative priming, but only
under no-load conditions. Regardless of load condition,
low-span subjects did not show reliable negative priming
in either experiment.

Subject Screening

Subjects were screened for working memory capacity
on the basis of their performance on an operation—word
span task similar to that used by Conway and Engle (1994).
The operation—word span task is one of the most popular
measures of working memory capacity, and in a factor an-
alytic study (Engle, Tuholski, Laughlin, & Conway, 1999),
the operation—word span measure loaded on the same fac-
tor as other well-established measures of working mem-
ory capacity, such as reading span (Daneman & Carpen-
ter, 1980) and counting span (Case, Kurland, & Goldberg,
1982).

Operation—Word Span Task

The subjects were instructed that the task would require
them to solve simple math problems while they tried to re-
member words. The task began with the experimenter
pressing the space bar on a keyboard, which caused the
presentation of a mathematical operation and a word— for
example, (6/2) + 2 =5 7 poG. The subject’s task was to
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read the operation aloud and to say “yes” or “no” to indi-
cate whether the given answer was correct or incorrect
(the given answer was correct approximately half the
time). After stating “yes” or “no,” the subject read the
word aloud, at which point the experimenter pressed the
space bar to present the next operation—word pair. This
process continued until the subject saw the word RECALL
appear on the screen, at which point the subject wrote
down all the words presented in the previous series. The
number of operation—word pairs per series varied from
two to six (three series of each length were performed, and
the order of presentation was random, so that the subject
could not predict series length).

The dependent measure, or span score, was the sum of
words correctly recalled from series that were recalled
perfectly (all words in their correct order with no intru-
sions). For example, if a subject recalled all three of the
length two series and one of the length three series, the
span score would be 9 (2 + 2 + 2 + 3). This span score,
originally reported by Turner and Engle (1989), consis-
tently correlates with VSAT (Cantor & Engle, 1993;
Engle, Cantor, & Carullo, 1992; LaPointe & Engle, 1990)
and accounts for the same variance in the VSAT as do
scores on the reading span task (Turner & Engle, 1989).

[f accuracy on the mathematical operations was below
85%, the subject did not participate in either of the fol-
lowing experiments.! Subjects who scored 19 or higher
were classified as high span, and those who scored 10 or
lower were classified as low span. These cutoffs reflect
the upper and lower quartiles of our subject pool (approx-
imately 400 subjects) during the time when these experi-
ments were conducted.

EXPERIMENT 1

Method

Subjects. Ninety-five undergraduate students at the University
of South Carolina participated for class credit. Fourteen subjects
were dropped for various reasons, such as computer error, failure to
participate in the operation—word span task, awareness of the rela-
tionship between prime and probe displays, or experimenter error.
One subject was dropped because of abnormally long response times
(6,000 msec). Of the 80 total subjects, 23 were classified as high
span and 26 were classified as low span.

Design. Each subject performed 320 trials (eight blocks of 40 tri-
als each). Each trial consisted of a prime display followed by a probe
display. A typical display consisted of a red letter and a green letter.
The subject’s task was to name the red letter as quickly and accu-
rately as possible. Trials were constructed in groups of 5. After each
trial, a word was presented for later recognition. After the 5th and
last trial of the group, a test word was presented and the subject had
to indicate, by pressing a key, whether the test word matched one of
the four previously presented words. Thus, within a group of 5 tri-
als, the memory load started at zero words for the Ist trial and in-
cremented to four words for the 5th trial.

Two independent variables were manipulated: load and trial type.
Load, or the number of words presented for later recognition, varied
from zero to four. There were four types of trials: control, filler,
distractor—target, and no selection. On control and filler trials, the
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letters on the prime display were unrelated to the letters on the probe
display. On distractor-target trials, the to-be-named (red) letter on
the probe display was the same as the to-be-ignored (green) letter on
the prime display. On no-selection trials, a red letter was presented
alone on the prime display. and both the red and green letters on the
probe display were unrelated to the prime letter.

The negative priming effect is observed by comparing naming
time on control trials with that on distractor—target probe trials. Be-
cause our main hypotheses are concerned with negative priming ef-
fects, our main analyses will focus on naming time to probe displays
and will include distractor—target and control trials only. The pur-
pose of including no selection trials was to allow a measure of in-
terference caused by the distractor on the prime display. The differ-
ence between naming time for no-selection prime displays and control
prime displays provides an estimate of distractor interference.

The purpose of the filler trials was to create equal numbers of
trials for each trial type while maintaining that 25% of the trials
be distractor—target. We wanted to maintain a low percentage of
distractor-target trials because when the percentage of such trials is
high, subjects tend to become aware of the relationship between
prime and probe and do not exhibit the negative priming effect (May
etal., 1995).

Procedure. A complete set of trials proceeded as follows (see
Figure 1). A set of four asterisks was presented for 750 msec, fol-
lowed by the prime display for 150 msec. Following the subject’s re-
sponse to the prime display, another set of asterisks was presented
for 750 msec, followed by the probe display for 150 msec. This pair
of prime and probe displays was assumed to be under load 0 because
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Figure 1. Example of a complete set of trials. The dark letters
represent red letters, and the light letters represent green letters.



the subject had not yet been presented with an item for later recog-
nition. After the probe display, a word appeared for 750 msec in the
location of the previous asterisks. The next trial (prime and probe)
was considered to be under load | because one to-be-remembered
word had been presented. This process continued until after the fifth
probe display, at which time one of eight words from a fixed pool
(bike, back, boot, book, bite, boat, band, bone) appeared on the
screen. The subject’s task was to decide whether the test word
matched one of the four previously presented words. The subject
pressed the “17 key to indicate a match or the “3” key to indicate a
mismatch.

Trials were randomized, with two constraints. First, there were
equal numbers of each trial type within each block. Second, for all
prime displays, the red letter was different from the red and green
letters on the previous probe display.

The experiment was run on a Dell computer with a VGA monitor,
using Micro-Experimental Laboratory (MEL) (Schneider, 1988).
Subjects spoke into a hand-held microphone connected to a MEL
response box (Version 4.0). Latency to name the letter was measured
from the presentation of the letter until the oral response activated a
speech trigger. Naming latency, as well as recognition accuracy, was
recorded by the computer while the experimenter recorded naming
accuracy.

Results

Three dependent measures are reported here: naming
latency, naming error rate, and recognition accuracy. Analy-
ses of these three measures are reported for all subjects.
Subsequent analyses are also reported, in which we com-
pared the naming latency of high- and low-span subjects.

Our main hypotheses concerned either the presence or
the absence of negative priming effects. A significant neg-
ative priming effect is illustrated by significantly longer
naming times to distractor—target probes than to control
probes. Thus, in our analyses we relied on planned com-
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parisons involving direct comparison of a distractor-target
condition with its appropriate control. Specifically, we
conducted planned comparisons to test whether negative
priming occurred (1) under no load conditions, (2) under
load conditions, (3) for high-span subjects, and (4) for
low-span subjects.

Naming latency. The means of subjects’ median nam-
ing times are shown in Figure 2. A 2 X 5 repeated mea-
sures analysis of variance (ANOVA) was conducted, with
trial type (distractor—target, control) and memory load (0,
1,2, 3, 4) as the variables. There was a main effect of trial
type [F(4,316) = 17.91, MS, = 643, p < .01], such that re-
sponses to distractor—target trials were slower than re-
sponses to control trials, which is the negative priming ef-
fect. There was also a main effect of load [F(1,79)=12.64,
MS, =433, p < .01]. Tukey’s HSD test indicated that re-
sponses were faster at load 0 than at any other level of
load, and responses at the other levels of load did not dif-
fer from each other. Load and trial type did not interact
(F < 1). However, planned comparisons revealed a small
but reliable negative priming effect of 9 msec at load 0
[F(1,316) = 8.53, MS, = 388, p < .05]. Negative priming
was not observed under any other load condition (for all
planned comparisons, p >.10).

Naming errors. Mean error rate is also shown in Fig-
ure 2. A 5 (memory load) X 2 (trial type) ANOVA indi-
cated a main effect of trial type [F(1,79) = 5.81, MS, =
.0012, p < .05], such that naming errors were less com-
mon for control trials (2.12%) than for distractor—target
trials (2.71%). Neither the main effect of load nor the in-
teraction between load and trial type was significant (for
both, p > .10).
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Figure 2. Naming time (in milliseconds) and error percentage for distractor—target and control trials in

Experiment 1.
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Recognition accuracy. To validate the difficulty of the
secondary task, we analyzed recognition accuracy for the
words by position of the secondary stimuli. Position 1 is
equal to a level of load 1, Position 2 is equal to a level of
load 2, etc. On half the trials, the test word was one that
was not presented (a mismatch). Because there was no
“position” for these trials, they were labeled mismatches.
A one-way ANOVA was performed with position as the
independent variable. This analysis indicated that recog-
nition accuracy increased as the position of the test word
became closer to the test probe [F(4,320) = 51.94, MS, =
279, p < .01]. Tukey’s HSD test indicated that accuracy
was worst for mismatches (see Table 1). For matches, ac-
curacy was worst at Positions 1 and 2, significantly better
at Position 3, and best at Position 4.

Individual differences in negative priming. To test
whether high- and low-span subjects showed different neg-
ative priming effects, we conducted a 2 X 5 X 2 mixed
ANOVA on naming latency, with span group (high, low)
as the between-subjects variable. The naming latencies for
high- and low-span subjects are presented in Figure 3. As
with the previous analysis, naming latency at load 0 was
faster than at all other levels of load [F(4,188) = 10, MS, =
616, p <.01]. The negative priming effect was marginally
significant [F(1,47) = 3.27, MS, = 431, p = .077]. The
main effect of span group was not significant (¥ < 1), nor
were any of the interactions (for all, p > .10). However,
planned comparisons revealed that high-span subjects
demonstrated reliable negative priming of 14 msec at
load 0 [#(4,188) =23.9, MS,_= 188, p < .05], but not at any
other level of load (for all, p > .10). Low-span subjects did
not demonstrate reliable negative priming under any level
of load (for all, p > .10).

Discussion

Experiment 1 provided a replication of Engle et al.
(1995) in demonstrating that the negative priming effect
was diminished when the subject had to maintain a sec-
ondary memory load. Again, this suggested that the pro-
cess involved in negative priming, be it inhibition, memory
retrieval, or a combination of both, was resource depen-
dent. The question remained whether the resources were
specific to verbal information or whether the resources
were domain free. We addressed this question in the next
experiment. If negative priming, as measured in the letter
naming task, is affected by a nonverbal memory load in

Table 1
Percent Accuracy of Recognition in the Secondary Task for
Experiments 1 and 2

Position Experiment | Experiment 2
Mismatch 57 61
1 65 70
2 71 : 72
3 71 79
4 83 92
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Figure 3. Naming time (in milliseconds) for high- and low-span
subjects in Experiment 1. Solid lines, distractor—target; broken
lines, control.

the same manner as it is by a verbal memory load, one can
conclude that the process involved in negative priming is
domain-free. In contrast, if negative priming remains
under a nonverbal memory load, this would suggest that
the resources devoted to negative priming are tied to the
modality of the stimuli used.

Our prediction with regard to individual differences
was supported. That is, high-span, but not low-span sub-
Jects revealed significant negative priming. This finding
supported our hypothesis that subjects able to efficiently
handle task interference would demonstrate the negative
priming effect, whereas subjects inefficient at dealing
with task interference would not show the negative prim-
ing effect. The negative priming effects of high and low



working memory capacity individuals were also com-
pared in Experiment 2.

EXPERIMENT 2

Method

Subjects. Seventy-seven undergraduate students from the Uni-
versity of South Carolina participated for class credit. These sub-
Jects were recruited from our subject pool on the basis of their span
scores. Two of the subjects were dropped because of computer error.
Ofthe 75 remaining subjects, 15 were classified as high span and 21
were classified as low span.

Design and Procedure. The design and procedures for Experi-
ment 2 were the same as in Experiment 1. The only difference be-
tween the experiments was the nature of the to-be-remembered stim-
uli. Instead of words, polygons (see Figure 4) were used as stimuli.

Results

Naming latency. The means of the subjects’ median
naming times are shown in Figure 5. These data were en-
tered into a 2 X 5 repeated measures ANOVA with trial
type (distractor—target and control) and memory load (0, 1,
2, 3, 4) as the variables, There was a negative priming ef-
fect, reflected by the main effect of trial type [F(1,74) =
19.00, MS,. =354, p <.01]. There was also a main effect of
memory load [F(4,296) = 27.70, MS, = 560, p < .01].
Tukey’s HSD test indicated that response times at load 0
were significantly faster than response times at loads 14,
which did not differ from each other. The interaction be-
tween trial type and memory load failed to reach signifi-
cance [F(4,296) = 1.21, MS, = 427, p > .10]. Despite the
lack of interaction between trial type and memory load,
planned comparisons revealed significant negative prim-
ing (12 msec) at load 0 [F(1,296) = 12.63, MS, =427, p <
.05]. The negative priming effect was not significant at any
other level of load, (for all planned comparisons, p > .10).

Naming errors. Letter naming error rates are also re-
ported in Figure 5. As with the latency data, a 2 X 5 re-
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peated measures ANOVA was conducted, with trial type
and memory load as the variables. There was a main effect
of trial type [F(1,74) =4.39, MS, = 0.0013, p <.05], such
that subjects made more errors on distractor—target than
on control trials. The main effect of memory load was not
significant, nor was the interaction between trial type and
load (for both, p > .10).

Recognition accuracy. Mean accuracy is reported in
Table 1. A one-way repeated measures ANOVA indicated
a significant effect of position [F(4,320) = 51.94, MS, =
439, p < .01]. Tukey’s HSD test indicated that accuracy
was worst for mismatches. For matches, accuracy was
worst for Positions 1 and 2, significantly better for Posi-
tion 3, and best for Position 4.

Individual differences in negative priming. To test
whether high- and low-span subjects showed different
negative priming effects, a2 X 5 X 2 mixed ANOVA was
conducted, with span group (high, low) as the between-
subjects variable. Adding span as a variable did not affect
the main effects of trial type or load (both still significant
at the .05 level). None of the interactions between the vari-
ables were significant (for all, p > .10).

The data for high- and low-span subjects are shown in
Figure 6. Planned comparisons confirmed a reliable neg-
ative priming effect of 16 msec for high-span subjects at
load 0 [F(1,136) = 18.29, MS, = 524, p < .05], but high-
span subjects did not show reliable negative priming under
any other conditions of load (for all, p > .10). Low-span
subjects did not show reliable negative priming at any load
(p > .10 for all), even at a load of 0.

Discussion

The results of Experiment 2 parallel those from Exper-
iment 1. Negative priming was found only when the mem-
ory load was zero. At all levels of load, the negative prim-
ing effect failed to reach significance. This result, taken
together with those of Engle et al. (1995) and in Experi-

Figure 4. Polygons used as stimuli for memory load in Experiment 2.
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Experiment 2.

ment 1, suggests that the process that contributes to the
negative priming effect is a resource-dependent process
and that the resource pool is domain free.

As in Experiment 1, individual differences in the nega-
tive priming effect were observed. Again, high-span sub-
jects revealed significant negative priming whereas low-
span subjects did not, supporting the contention that
working memory capacity corresponds to the ability to
handle task interference efficiently.

GENERAL DISCUSSION

Our main hypotheses were as follows: If the processes
that contribute to the negative priming effect require
domain-free resources, negative priming should be af-
fected by both a verbal and a nonverbal memory load. Fur-
thermore, subjects measured to have high and low work-
ing memory capacity should differ in the amount of
resources available to them, and as such, should show a
different pattern of negative priming effects. Both hy-
potheses were supported by our results. First, in both ex-
periments, we found significant negative priming only at
load 0. Second, high-span subjects revealed reliable neg-
ative priming at load 0 in both experiments, whereas low-
span subjects did not show negative priming in either ex-
periment. Taken together, these results support the notion
that negative priming requires general resources and that
individual differences in the amount of resources available
will result in individual differences in the negative prim-
ing effect.

Our manipulation of secondary load was apparently
successful, as is indicated by the main effect of load in the
naming time data and by the main effect of load in the

recognition accuracy data. These results suggest that as a
word or a polygon was presented for later recognition, the
task became more difficult, resulting in an increase in the
time required to name the letters and in poorer recogni-
tion of words or polygons.

The present experiments suggest two main conclusions.
First, the processes involved in selective attention are sen-
sitive to both a verbal and a nonverbal cognitive load. Sec-
ond, individual differences in working memory capacity
correspond to selective attention ability.

Although these are important conclusions, they beg at
least two critical questions. First, what is (are) the specific
process(es) involved in negative priming and why are they
sensitive to cognitive load? The present results are not
consistent with a strict episodic retrieval explanation of
negative priming (cf. Neill, 1997), because the retrieval of
prior episodic traces, which contributes to the negative
priming effect, is assumed to be automatic (Logan, 1988).
It is not clear why the introduction of a cognitive load
should interrupt an automatic retrieval process.

The results are more consistent with an explanation of
negative priming that relies on the inclusion of an effort-
ful process, be it inhibition, or a dual process, such as those
proposed by Kane et al. (1997) and Milliken et al. (1998).
If the dual process models are correct, an interesting di-
rection for future research would be to pinpoint the part of
the process that is sensitive to load. That is, is it possible
to identify a part of the process that operates efficiently
under load, while isolating another part of the process that
breaks down under load?

The second question that remains is a chicken—egg di-
lemma. Does working memory capacity drive the ability to
handle distraction, or does the ability to handle distraction
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drive working memory capacity? We have argued else-
where (Conway & Engle, 1994; Engle etal., 1995) that in-
hibition is the mechanism responsible for handling dis-
traction and that inhibition is resource dependent. Thus,
individuals with high working memory capacity will be
more likely to inhibit distracting information. According
to that framework, working memory capacity drives the
ability to handle interference.

It is still plausible, however, that high-span subjects are
classified as high span because they have an efficient in-
hibitory mechanism that successfully contributes to per-
formance on the operation span task. These individuals
may use their ability to handle interference while partici-
pating in the operation span task, and this ability may con-
tribute to their above average performance. If so, it would
not be surprising to find that these subjects are the ones
who demonstrate the negative priming effect. According
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to this framework, an efficient inhibitory mechanism dri-
ves working memory capacity (Hasher & Zacks, 1988).

It is important to note that these conflicting accounts
provide different explanations of the effect of load on neg-
ative priming. According to the hypothesis that working
memory capacity drives the ability to handle distraction,
the momentary resources available to the system become
diminished as load increases; therefore inhibition is no
longer possible, and the negative priming effect is no
longer observed. According to the hypothesis that an in-
hibitory mechanism drives working memory capacity, the
inhibitory mechanism must be sensitive to both a verbal
and a nonverbal load, so that it no longer operates when a
load is introduced. Thus, even under this framework, the
inhibitory mechanism is sensitive to load and is domain
free. In essence, this approach would have to claim that
whatever mechanisms or processes are responsible for in-
hibition are also sensitive to domain-free interference. In
fact, such effects are possible in a computational approach
to negative priming that does not resort to a resource no-
tion (Houghton & Tipper, 1994).

Future research will need to establish more clearly the
relationship between working memory capacity and the
ability to handle interference. The present experiments
and our previous work (Conway & Engle, 1994; Kane &
Engle, 1997; Rosen & Engle, 1997; Tuholski, 1994) clearly
demonstrate that the two are inextricably related, but the
exact nature of the relationship is still not well specified.
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NOTE
1. Less than 5% of subjects tested in the operation span task per-

formed below this level. Again, any subject who did not perform to this
level of accuracy was not asked to participate in either experiment.
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