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1890 William James distinguished primary memory
By his definition,
primary memory is equa with the current contents of
consciousness,  His concept of primary  memory  dealt
mainly with perceptual processes and can be distinguished
from secondary memory, or memory proper, which consists
of memory of the distant past that must be brought back into
mnw ousness by some process. The notion that me
cor of two main compartments has been acce
one form or another ever {Craik & Levy, 1976).
However, many recent conceptions of human memory
(i.e., Anderson, 1983 Cowan, 1988 McClelland & Rumel-
hart, 1986} assume that short-term memory (STM) is Mrmg‘% y
the activated portion of long-term memory (LTM).
though the relationship among the m;m.mm by EM, WM
and LTM is prot m% iw' more
Hamilton, 1991), i
tive and active ;mr ions m memor

%m our gm:;

use James’s ten w the inactive pm jon
of LITM as nwmmw &mj the active portion of
LIM as primary memory, We operationalize the term

“active” below.

One purpose of this article is to examine individual dif-
ferences in WM capacity and how those differences affect
performance on ret oval tasks. There is considerable evi-
dence that WM capacity plavs an important role in a wide
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lowing directions, taking notes,
S0 'wir;g’ {(Engle, in press), E‘ ]
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That effect could have oceurred because of individual dif-
ferences in retrieval from either primary memaory, s dary
memory, or both. Therefore, we will attempt to delineate the
effect of limitations in WM capacity on retrieval from both
primary and secondary memory,

This approach will also low us to make more gene
comparisons of the processes involved in retrieval
priegary memory and secondary memory, Followin
logic of Wickens, Moody, and Dow (T981), we wi 52 con
pare reaction time (RT) ance in primary memory
and secondary memory m adim»m in a memo
(i.e., Sternberg, 1966). On the one hand, it is possit
the processes involved in retrieval from primary memory
are identical to those involved in retrieval from secondary
memory. On the other hand, the processes involved
wmm ﬁ"zwm g“}f'mmy and secondary memory may be

! igned 1o study wmma from

aimed at tapping retrieval from

;ﬁvrmw*y memory or secondary K‘K’W‘EE‘X{‘V;‘% i"m‘ not both. If

retrieval dynamics are not different in primary and second-

ary -memory, one has o question the need for such a

distinetion. A demonstration of different retrieval dynamics

for tasks ;ﬁmﬂ;a‘fax:ewéy measuring  primary  and ondary

memory, however, would provide strong support for the

qualitative distinction between two  states of memory
activation,

Our concept of memory activation is taken from Ander-
son’s ACT* model (i/“mda rsom, 1983Y, Therefore, we will
proceed with a review of the basic assumptions of that
model. We will then briefly review the lterature on indi-
vidual differences in WM capacity. The manipulation com-
paring retrie and secondary memaory is
motivated by a se s conducted by Wickens et al.
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WORKING MEMORY AND b

LM Activation

Anderson’s ACT™ model assumes that primary memory
consists of information in secondary memory that has b

stimulated or activated above some critical threshold
{Anderson, 1983). Activation is considered to be a limited

resource that automatically spreads among related concepts.
A concept becomes active and accessible to cognitive pro-
cesses when the amount of activation available to it reac
some critical threshold, As the activation level of a concept
increases, so does its accessibility, Anderson (1976) de-
signed the fact-retrieval paradigm in an attempt to measure
the amount of activation available o LTM.

In the fact-retrieval task, subjects memorize a set of
sentences that consist of a subject and a predicate (i.e., The
plumber is in the park.). The number of predicats f,mmd
with each sublect varies. This number is termed the fan size
(Anderson, 1974). After the learning phase there 5 a
speeded verification test in which the subject must distin-
s and foil sentences, Reac-

sh between studied sentences
tion time and error rate are consistently found to be greater
to sentences dated with a large fan size than to those
associated with a small fan size (see Anderson, 1976, for a
review). This phenomenon is termed the fan effect.
Jones and Ammmm (1987 used an Hem-recognition task,
a fact-retrieval task, and a hybrid precuing task to compare
STM and LTM retrieval, They found that the factors of
information load and relatedness had comparable ef!
retrieval from STM and LTM. To explain their results, they
mmpww the indirect pathway model of memory retriev
which is based on the associational, spreading activation
ssumptions of ACT*. It includes two important features.
First, the prmrmi activation level of any node referenced by
a test probe varies. If the pretrial activation level of a node
is relatively high, then the information pertaining to that
node is assumed to be in active, or short-term, memory. In

E

contrast, if the pretrial activation level of a node is low, then
the information pertaining to that node is assumed to be in

ETM. The s ure of the model is that a decision
reg maim;g a probe of information can sometimes be based on
the retrieval of an indirect pathway in which the connection
of probe elements is ;.mslm%ify accomplished through the use
of preexperimental associations.

LTM Activation and WM Capacity

Individual differences in WM capacity have been a topic
of considerable inguiry in the last decade. Much of this
research has focused on the positive relationship between
WM capacity and comprehension ability. A number of
hypotheses have been proposed to explain this relationship,
including the task-specific hypothesis (Daneman &
Carpenter, 1980), the strategic-allocation hypothesis
{Carpenter & Just, 1985), and the general- amwv model
(Engle, Cantor, & Carullo, 1992), Engle et al. (1992) con-

RETRIEVAL

ducted a series of experiments testing the unique predic-
neral-
anation of the

wween measures of W capacity and mea-

tions of each hypothesis and concluded that the g
{

capacity model was the most viable
relationship b
sures of reading comprehension.

The ideas behind the gwnf;%m%wa:ta;mm}f model are similar
to theories that have been proposed by Anderson (1983),
Schneider and Detweiler (1987, and Cowan (1988,
model assumes that ‘WM is the activated portion of I
term declarative memory. Therefore, WM capacity and iw
amount of activation available to LTM are equivalent. Rt
the leve activation that differs among individuals Jtmi
manifests itself in o wide range of cognitive tasks )Ef?nm?m g
more, capacity or activation was argued (o ch
with changes in knowledge structure. Thered
val may develop a knowledgy
dramatic increase i
able to store zw;‘i

X
1

3
The

o structure that allows for a
in the amount of information he or she is
m:iiﬂ §1www r, an

dm %w; M retrie wé

of the ;m rarchy {k Ti
according to the gen

i ;m?ﬁm § Mx im:m% or har the
they would still show Mm Vi

‘ ‘} “%"‘&‘am‘m is considers
im‘%%‘w%m%wzi‘ ‘ ‘E that this differ-
asks (HEngle, in
' pacity model,
hat individual differences
: fer in the amount of
If this is true, high- and
tow-WM subjects should show a different pattern of results
in a fact- mm al task (Anderson, 1974,
In their Bxperiment t 1, Cantor and E gle
performance of high- and low-WM w%ﬂ : :
retrieval task. The sentences each subject i‘.ﬂ,ﬁia"mﬁ:} were
thematically unrelated. As fan increased, low-WM subjects

showed a lar e in BT than did high-'WM sub

enee is reves
Press). h}i}wwuw
Cantor and |
in capacity 5

activation available to LTM

Furthermore, e slope of the fan effect was party Hui
out of the correlation between WM and verbal abilities, the
relationship was no longer significant. This a5 that the
lirnit on | M activation, as measured by th retrieval
task, is functionally identical to WM cape /.

in wmzmww a positive relationship exists sen WM-
capacity and comprehension ability, The ~capacity

model of WM is best able o explain this relationship. In

ation, as measured by a fa
retrioval task, statistically wnted for the relationship
between WM and comprehension,

Comparing Retrieval From STM and L'TM

Wickens et al, {19813 proposed the following equation for
RT for retrieval from primary memory in a memory sc
ning (i.e., Sternberg, 1966} task: a -t )




A56 ANDREW R, A, CONWAY AND RANDALL W ENGLE

intercept, or a term represents the probe encoding process
y with set size. The slope, or b term,
ents the comparison stage and does vary
M«mm et dﬁ Mw ww;‘wx" m“ﬁ an ugmm«m ﬁm

I

the proce m‘x‘xgg that makes a memory set available to active
ot primary memory. This action must occur if the seanning
process is 1o be accomplished, f\m it is written here, R does

, this equation assumes
§ available

that the time reguired to make a set of four it
to primary memory is no greater than the ¢
make a sot mf i‘wrf‘» ‘E s available to prima 3

Wickens ¢ nducted two experiments to de-
fermine wh‘ nent of the R term in the abov
equation is correct. Their first experiment was a te
retrieval from secondary memory. A memory set of either
two or four words was in a vertical array presented for 3 s,
Then a random three-digit number appeared on the screen.
The subjects were instructed to count backward by threes
from the three-digit number ﬁm 12 s The screen then
became blank for 2 s, indi o the subjects that they
could stop counting and prepare for the probe item, A probe
word was then presented, and the subjects were
> a key 1o indicate whether the probe was one of the
studied on that trial. Reaction time to the probe was
recordecd.

The second experiment was the same as the first, ex ‘
{iww was no distractor task. Immediately after the words
shown, the subjects received a probe for recognition,
‘herefore, the second experiment was a simple item-
guition task that tested primary memory, By comparing
erformance on the two tasks, Wickens et al. (1981
were able to determine whether retrieval from secondary
memory Hit the second equation and did not interact with set
size. Two outcomes were possible, If primary-secondary
memory condition did not interact with set size, then Wick-
ens ef al.’s original placement of the ® term was correct,
However, if memory condition did interact with set size.
then the R term cannot be independent of set size in their
equation, meaning the se mmﬂ m;m im w WIONE.

Consistent with mm 5
Wickens et al. (198
set size and RT in hﬁ: ;‘; imary m gmw; mm? tion, 'Hw
found the same relationship, with the same s lope, in the
secondary memory condition, The only difference between
the primary and secondary memory conditions was for the
y-intercept. There was no interaction between set size and
memory condition. Therefore, the equation Wickens et al,

i ‘}M‘; 1,

(1981) used for retrieval from secondary memory, RT, =
i3

fa + b(m)] + R, appears to be correct,
The absence of an interaction between set size and
whether retrieval was émm p imary or m;mmn%aw mumnw i

an extremely imp y the
nature of retriey . ﬁm
the initial memory activity consists of the { the

address for a st mmw than the retrieval, one by one, of the
items on that lst, Furthermore, the time mqmw d to activate
a list from secondary into primary memory is identical for a
list of four items and a list of two items.

Some aspects of the procedure used by Wickens et al.
(1981} merit close @(::r‘za,\awﬁy, irst, in M“m ,m.maﬁmw f“z"u;*;s"ms;z‘"y

m
“»z‘»mmy memory mm gw frary memory.
25t that this may have ocowred for some
s, se the measures of varance were muoch
larger for the secondary memory condition ih@m for the
; dition. Another problem with Wickens
8 task i*@ h;‘si %iw ) uSe 'i mtzvm:‘»w sets of only two and
four items
average colleg
tion into § w Hmmwy is in

set being gmmﬁm is true only f 1 sets. The
task we nsed in the present researc aned (o mea-
sure retrieval from primary and secondary memory inde-
pendently while Mmdnw the potential mhmiwmm&gw of
Wickens et al.’s (1981) procedure,
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The Current Ps aradigm

One of the concerns tthe Wickens et al. (1981) study
was that they used set sizes of only 2 and 4 items, leading
to the possibility that their results were specific to sets of
subspan length. In two of the studies reported in
{Experiments 1 and 3) we used a search task w xih set8 ¢
4, 6, or 8 letters. In the other two studies (Experiments 2 md
4y we used sets of 2, 4, 6, 8, 10, or 12 words.

Another concern Mu,xui the Wickens et al. (19813 b proce.
dure was that items were presented on nel fhm tes
Thus, the possibility exists that the items in the two-item wt
and in the four-item set were learned o different !‘m‘m s and
that retention was worse in the secondary memaory condition
because of the delay and interference. Interpretation of
findings from a speeded search task such as the memory
scanning (Sternberg, 1966) procedure relies on the level of
aceurs : »nditions being high and relatively ‘
lar. Ideally, the researcher is measuring speed of per-
formance, not level of learnin 2. To avoid this problem, we
required subjects o memorize all the memory sets before
performing the item recognition task.

Once they had memorized the me
subjects performed a speeded veri
trials in the task were a test of pr%:‘s‘a«i Y memory, @ ind half
were a test of secondary memory. In 4 primary-memory
trial, a number, designating one of Hm MEemory sets (¢
was presented for 1 s before the probe item ap
Therefore, the subjects knew wé‘m‘%‘a memory set would be
tested before the probe appeared. This meant that su ubjects
could bave the appropriate me mw set activated and !w
resented in primary memory when the probe appeared. In
secondary-mermory trial, the digit corresponding to %,m:
memory set number and the probe item were presented

%

Iy sets o oriterion,
non task, Half the
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simultaneously. Therefore, the subjects did not know which
memory set wuuH be tested until the wmw appeared. Al
probe on ' ondary-memory trials, the appropriate
sei Was pre o to be inactive, or in other words, repre-
sented in secondary memory, 1L is important 10 noto that the
mm«' fo access a memory set in secondary memory is not

f d by ;&vwwimx the RTs for the secondary-memory
trials. This is be ondary-memory trial required the
subjects to first activate the appropriate set from secot ndary
memory into primary memory and then searc b that set {0
determine whether the pm!w was a match, (We should note
here that the term search is used without regard to the issue
of whether search is serial or parallel.)

Therefore, we assume that two processes were required of
the subjects in the secondary-memory trials, The first pro-
cess reflects the time required to access a set from second-
ary memory, and the second wd reflects the time to search the
memory set for the probe item. The primary-memory trials
also reflect the time fo search the memory set. Therefore,
the time required to access a set in secondary memory can
be derived by subtracting the time reg ired for primary-
memory trials from the time required for secondary-
memaory trials. In sum, the measure f retrieval time from
primary memory is the average of RTs on primary-memory
trials. The measure of retrieval time from secondary mem-
ory is the difference between the secondary-memoyy trials
and the primary-memory trials.

It was also our goal to explore the role of WM ¢ zmwﬁi’y in
retrieval. As mentioned above, Cantor and Engle (1993)
found an interaction between WM span and fan size in a
fact-retrieval task. As fan size increased, low-span w%;mm
showed a greater ir se in BT than did high-sy
We designed the tasks and stimuli in the gm,
be analogous to those used in Cantor and k
their pmmum 1, each subject memori ’z «m “of sen
tences that consi isted of a subject and a pwcjimw {ie,” Hw
plumber is in the park,” see our igure 1), The mamE ver of
predicates paired with cach subject varied. We varied the
number of items associated with a certain w:*wmw setin an
analogous manner. Therefore, Cantor and Fogle (1993)
studied RT as a function of fan size, and the present studies

seasured BT as a function of memory sel size.
e is another feature of the materials used by Cantor
and Bngle (1993; as well as by much of the fan effect
literature) that needs to be noted. Each predicate was asso-
ciated with two subjects. For instance, a subject mlpht earn
“The plumber is in the park” and “The teacher s in the
park.” Fxperiments 1 and 2, the memory

" Therefore, for our
sets were constrpcted such that eac h mernory set itern was a
member of two different sets. This feature might lead to a
level of interference or tesponse competition during the
speeded verification task. If so, per rhaps the reason Cantor
and Baogle (1993 ) immd v difference between high- and
low-span subjed of their differing abilities to
1. If that were true, then Eximﬁ‘;«

handle zm;ww Com
and low-span whwa ts would not differ in a fact-retrieval
task in which each predicate is unique or in w hich each item
belongs to one and only one memory set. To test for this
possibility, we constructed the materials for Experiments 3

Target Sentences {mtudiec)
imwyer - boat

ek -
taacher

o~
plurnber - ehureh 7

b

artist - - POUSE

BT
clootor

flrgman

trair

Foil Sentence

 (not-studied)

artist -~ bhoat

doctor

fireman “ohurch 7

" bank
LR RT e ~ house
teacher
plurmnber B
train

Figure 1. Materials used in Cantor and

ment 1)

1993, Hypert-

and 4 so that each memory set itern was a member of only
one sel,

In sum, we conducted four experiments. Letters were

u%d as memory sel S&a%ﬂm in Pape mmm 1 oand 3, and

T s st items in %mmm; nis 2 and

sere analogous

to the ﬁ“;mum% i.i.‘m:iﬁ h}y { «mm{ and i“ﬂi%&m e {1993) in that

each memory set item was a member of two different sets.
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b and 4, each memory set item was unique

fies of experiments addressed two main issues.
wat is the di etween vetrieval from primary
memory and retrieval from secondary memory? It seems o
be an established fact in cognitive psychology that retrieval
from primary memory is a function of set size. Does the
same relationship occur for retrieval from se ondary mem-
my As mentioned above, the measure of retrieval from
primary memory is the average RT on primary-memaory
trials, whereas the measure of retrieval time from secondary
memory is the difference between secondary- and primary-
memory trials, Therefore, if retrieval from secondary mem-
ory is a function of set size, then we would expect to see
ver slope for the secondary-memory trials than for
primary-memory trials. In contrast, if retrieval from second-
ary mermory is not a function of , then the functions
for the primary-memory trials and the seeondary-memory
trials should be parallel.
The second issue relevant to this se
role of WM capacity in retrieval tasks. Cantor and Engle
(1993) found that, in a fact-retrieval task, fow-span subjects
showed a larger fan effect than high-span subjects. Given
this finding, one might conclude that high- and low-span
subjects differ in retrieval from LTM or secondary memory,
Huwm er, this finding may indicate that high- and h"»wnwm;
sots differ in retrieval time from either secondary mem-
ww primary memory, or both. The fact-retrieval task might
incorporate retrieval from primary memory as well as re-
trieval from secondary memory. When a subject is asked to
verily having studied “The pmm%w is in the park,” he or she
might first (M;ww “plumber” and all the places associated
with “plumber.” This would be the e ;mw%ms; of bringing
the set “places associated with plumber” into primary mem-
ory. There then might occur a process e quivalent to the

tof experiments is the

4
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Set Size

Figure 2. Possible outcomes in terms of the d
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Therefore, like owr secondary-
memory trials, the fact-retrieval task would require  two
processes. The first process is the ene mium of Hm subjec
term and the activation of the set of pla ed with
that subject. This could of course be imw one place at a
time, o1 it could be done at the level of the entite set, The
second process would be the search of the set in active or
primary memory o determine whether the probed place
was, in fact, one of the places associated wz:h the subject.

It could be that high- and low-span subjects differ in the
time required to perform the first process, the second pro-
cess, or both, In other words, it could be that high- and
low-span subjects differ in the amount of time required 1o
retrieve the set information from secondary memory, the
individual probe information from primary memory, or
both.

It is also possible that high- and low-span subjects do not
differ in retrieval time from either primary memory or from
secondary memory. As mentioned above, the materials from
Cantor and Engle (1993) were designed in such a way that
interference may play a role in the task. It could be that this
interference factor accounts for the difference in fan effect
between high- and low-span subjects, If 1ﬁ at m zh;* case, then
we should see a diﬂ’wmmm in the for high-
and low-sps but not in
Experiments 7% am% @. Wi s';:ifgtm:;w%ijy' plays a role in
retrieval, independent of interference, then we might expect
0 see span differences in the set-size effect for all fo
experiments,

In sum, there are four possible wtczwwum m iim :
cts for high- and low- %;M i wm ;

retrieval imm gmm ry me

or neither,

2. The

search of primary memory,

B

iy

Jaa.;w m ;‘mmcmu} x*mmm of Mﬁ in
‘,a‘:tim& task as a function of set size,
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i b 0
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lifference between high- and low-WM suky
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Wi capacity, and type of trial. P%‘“i??’?iﬁ”fy"TWJ?H‘”{‘HH"?,’ trials
are denoted by a 1, indicating that there is a 1-s delay be-
tween the onset of the digit indicating the particular set
being tested and the letter or word being probed on that
trial, Secondary trials are denoted by a (), reflecting the
fact that the digit cuing the particular set and the probe
for that trial appeared simultaneously.

Panel (a) of ¥ - % shows the results we would expect
if high-span subjects are faster at retrieval from both pri-
mary and secondary mwmww "}‘f"i"saa s»;mpa::?f; for high- and
Tow- mma subjects would diffe
Furthermore, the difference imwmm ih: an dc: ay ummw
tions (representing the time required (o activate a set from
secondary memeory mm pmmw memory) would be greater
for low-spa " imh xpmz wia :

If high-
from sec mmLm mﬁ:f;mw %am nu: imm W mary mermc
results should look tike those in Panel (b} of Figure
functions for the primary-memory trials should be equiva-
fent, but the difference between the secondary-memory
trials and the primary-memory trials should be greater for
fow-span subjects.

Panel (¢) of Figure 2 shows the results we would expedct
if WM capacity is cted in retrieval from primary mem-
ory but not from secondary memory. The slopes for the
primary-memory rials should differ, but the difference be-
tween the primary-memory trials and the secondary-
memory trials would be equivalent for high- and low-WM-
capacity subjects. If high- and low-span subjects do not
differ in retrieval time from either primary memory or
secondary memory, the results would look like those in
Panel (d).

Th Jder should refiect carefully on Panels (¢} and (Y,
because, at the risk of divulging the punch line to the entire
mium the results of Experiments 1 and 2 look very much
like Pane! (¢), and the results of Experiments 3 and 4 look
very much like Panel (d).

Subject Screening

Subjects were sereened for WM capacity on the basis of
their performance on an opet tion-word span task similar to
that used by LaPointe and E

This task requires a subject to solve simp sle mathematical
operations while trying to remember words, We used the
same operations as in previous studies conducted in our lab
(Cantor & Engle, 1003 LaPointe & Engle, 90y, Each
operation began with the multiplication or division of two
result of which wm added to or subtracted from

(e, (B9) 4+ 2= 4 An answer, which was
correct approximately half im time, was provided after the
seration. Bach operation was gmwnmi with & high-
frequency, one-syllable word (taken from LaPointe &
Engle, 1990} For each subj vject, a pool of 66 mathematical
“rations was randomly paired with a pool of 66 to-be-

¥
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remembered words. During the task, subjects were pre-
sented with operation-word pairs (i.¢., (4) "4 2 = 4 BIRDY.
Each subject was to read the m;ww;«m;m aloud, say “ves” or
sne” o indicate if the provided answer was correct of
incorrect, and then say the word, After the subject said the
word, the experimenter pressed a key, and  another
operation-word pair was presented. This process mmmww d
until a question mark was presented, im iz mm m» sub
to recall the to-be-rem
asked 1o write the to-be- mmmhmm WOT
sheet. The number of operation—word pairs ws* series varied
from two to six, Three e (Two-sixn) were
performed. Theref

presented, and their order
Three additional series, cach ¢
provided as practice for the s E}ui a"x wl ject”: :
was the sum of the correctly recalled mmi, for trials that
were perfectly recalled (and in correct ordery, This score
was originally reported by Turner and Fngle (1989, and
CONSIS m{y correfates with { m;mmm on the Werbal
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Hmuﬁmm BWH Eng ! ,
Mi S E«/mh wracy on
hv w;mwmmm Was z‘:tiw recorded, If accuracy was below
ot was mt u‘mha{imﬁ in any of the following

s 200 or higher, he

or she was classifie ei m» he h w:m
or lower, he or she was classified as %m
are based on the upper and lower quartiles from previous
work in our lab {Cantor & Engle, 1993, Experiment LN =
80y and are consistent with our current guartile boundari
which are based on approximately 300 subjects.

span. These cutoffs

fes,

Experiment 1
Method

Subjects

Twenty high-span and 20
their performance on the ugw M:m wird
above, were used as subj % The mean span sC
high-span subjects was . The mean span
: ”
1o

Ore ém the
aduates

low-span subjects wa MM M subj
from the University m South e
and received course credit for partic

olina, were ”w%m minia’imsmw
; gmi, 10T

Materials

of

o
CEiot

ch subject memorl
2,4, 6, and 8 letters resy
in two sets. Only consonants {eX¢
study. The letter sets
random process. The pr
consonants in the alphabet,
in two different sets, only
ization) were
were e
the other thre
8 letters we

vere predetermined
1 ran %ml"iy ordering |
ause cach leter appes

irst 10 consonan
g H}}Q

P

Hw first 8 i 2« %
ated as Set 8. These B letters were m sributed acr

used (J2 + 4 + 6

PRCs]

5 such that 1 of the 8 letters was in Set
in Het 4? and 4 of the ¥ letters were in Set o,

The two




‘ i feppmw as m ;f, in *w ;; Ami m
oFAS 6 %.mm in Set 4. This design s ;fhmmm in Appendix A
with the items from the other experiments. Th

¥

il of the

omputer, with Micro
Crime nmi Laboratory (MEL) software (Schoeider, 1988).
wmm were preseated on a VOA monitor. Subjects responded
using an IBM AT keyboard, using the “17 and “3” keys.

Procedure

Subjects were asked 1o complete ¢ 1 a verifi-
cation stage in the same session, The session lasted approximately
an hour and a half,
arning stage.  Bach letter set appeared on the mmg@u&“
screen for a fized amount of m ne. The algorithm n(10sec) +
isec, where 'ﬁmumwi how long amh el
et presentation was random,

mw W& wuw Wers zi&»km m recall cach

&=
]
.
Lae
el

set separate
aloud to the exyp
subiject mimiw te again. After study, the subject was asked
0 reca n. When the subj ':J‘! recalled a set correc H

three aﬁsr‘mﬁaﬁt:ki%’m i‘ir‘mm that set was dropped from the study
eycle. After all sets had dropped out, each set was pres ‘,mm onee

more for study.

speeded veri-
delay, and two
y Therefore, 24
16 % 24 = 384). A letler
ot size. Possible foils
sed in the experiment that
ot There was an equal number of
targets and foils. Trials were random, such that the subject had no
way to predict what set size or delay would be wsed in the next
trial. Each trial proceeded as follows. The word "READY” ap-
peared on the screen ‘E,‘w i ";z’m TS, ".I'“ﬁnm a number (either 2, 4, 6,
or 8) appeared in the center of the en, 1o des te one of the
letter sets. The probe iumr appeared either simultaneously with, or
1000 ms after, the onset of the number.’ The letter was presented
on the Eixw ‘{")a‘hxw si“ 1 z‘mw&nf‘% . Both the z: mber and letter re m"mm!
on th ng a ke ”‘y The
1 ;xmi were (h ignated as “yes”
aned “ne”

M%mwﬁ ﬁm i(@ z? fere
of each type were presented (
appeared as a targe 5, Where n
for each trial fncluded all the leters
were not membe

&
&
=
=
=
=
=
ted
&
=
&
=
5
g
o
=
=

R ;m numeric M‘vgx
espectively.

Design

7 wq slage “ﬂm Was g ¢ 2 mixed

factorial design. The
3, and the hmwwzx»
i thospan or fow span), The
fe amm MEASUTS Was 531»;: mmmm‘ of study-

recall cyveles needed

EOVS v‘nm% Ew were set size (. ,

nd 1 Mﬁ J sm}, and response ty zet or foil), The betwee
subjects variable was WM cap high span or low span). Two
dependent measures were recorded: BT and error rate.
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Results

Learning Stage

The mean numbers of s
Table 1. Low-span wH
reach criterion than did hig
ported by a span (high, low

S “ L G-
by set size (2, 4, 6, #) analysis
of variance (AMOVA) on the mean number of eyeles
needed to reach orit mw: Hn n“mm effect for span was
marginal, F{1, 38 466, No other
cffects were signi

Verification Stage

Sternberg, 1966), a

I a typical memory-search task (Le., '
subiject is presented with a memory set and then a probe in
the same trial. Therefore, 1o respond 1o a foil, the subject
must compare the probe with the memory set items {either
serially or in parallel}. In our paradigm the subjects mem-
orize the sets before they perform the verification phase.
Therefore, it is not clear what the sub ;m 5 do when they are
presented with a foil. They could either compare the foil
with all zm: items of the probed set, or they could use a
strategy that is based on their knowledee of the se
than the one probed. Indeed, in all of our az:&;gmzxm nts i, the
error variance for foils is much greater than that f(m V
suggesting that a greater variety of strategies
respond 1o foils than fo respond to targets. For ﬁim 5
we chose to analyze target and foil data separately mM ]
restrict our discussion to t!w target data (foil an :
reporied in Ammm ix B). Bloc k medians for correct re-
sponses were used in all the !&5 analyses.

Reaction time and accuracy m ta were misﬁwa‘
can éw seen | ' :

wgww
i t
ms“} than in
5 WETE 8 ‘Eemu

-5 dum v condi
BAT §1 ‘h‘; 5

hc ﬁM dsxﬁdy maadmw 1, @mi %wm
to m:‘«,pmm mm MM‘& wgmm wh

in W {1 van high- %}Mﬂ sul
low-span subjects differ in wmw 3 from ¢
The difference between the
delay m;m mfz was not di
subject

sat high- and
NArY memory.
s delay function and the 1.5
ferent for high- and low-span
s that bigh- and low-span subjects do
not diffe strieval from secondary memory, Finally, the
difference between the O-s delay function and the 1.5 ¢

function is not constant across set size. The difference
between the O-s delay condition and the 1-s delay condition

" We conducted a pilof study manipulating the delay between the
presentation of the set number and probe item. We used either a
0, 200-, 600-, or L000-ms delay W(* 2 und that RTs became
quicker as delay increased. Specifi , BT with no du%a‘y Wy
significantly slower than RT with a 2 ?zm delay. Reaction time
with a 200-ms del lay was significant M slower than RT with a

U-ms delay. However, there was no significant difference be-
tween the 600 LO00-ms delay a‘rmm,s tions. Th *Mmz, we
conchuded that s ds more than enough time for a subject
ate a set from secondary memory.
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Table 1
Mean Number of Study-Recall Cvele

i as a Function of
St and Span Growp for All Experiments

Memory set size’

Experiment 2 4 6 B 10 12
1
High span :
Low span 6.10
“
Session 1
High span 6.00 710
Low span 6,90 820

Session 2
High span
Low span

400 415 415
415 440 455

3
High span 5.20
Low span 5.40

Session 1

High span 5,00 535 545 540
Low span 500 605 6.60 6.60

sion 2

igh span 400 400 400 400 4.00
Low span 410 405 400 410 420

Note.  Perfect recall required five study-recall cycles except in
Experiments 2 and 4, Session 2, which reguired only four study-
recatl cyeles for perfect recall,

* Number of items.

is smaller at a set size of two items than at the other set
sizes. However, when the analysis was performed on all set
szes except that of two items, the difference between the
v function and the 1.5 delay fonction was not
M pm antly different across set size. Therefore, beyond Set
2, the difference between the 0-5 delay function and the 1-s
delay function was constant across set size,

These conclusions were supported by our statistical anal-
yses. We submitted the me dmn Rh to a span (high, low) by
set size (2, 4, 6, 8) by delay (00, 1,000} A;NGVA ”{hﬂm were
main ¢f o1 sel (3, 114y = ‘
MSE, = 160,532; delay, F(1, 38) = 5!
38,504; and span, F{1, 38) . P
1,225,812, More zm;mmm mw: was a span by set size
i 3, s, "'i"h:w span by delay
interaction was not «m:immt 1(1 38y = 175, p > 0.
The set size by vdarlgw mm rac rmﬂ was marginal, F(3, 114) =

ysis excluding Set 2
revealed that the set size ?W d«:ia}y interaction was not
significant, F(2, 76) = 1.

Error rates were low and did not differ between high- and
low-span subjects. Subjects became less accurate as set size
mereased. As with the RT data, mean error rates were
submitted to a span (high, low) by set size (2, 4, 6, 8, 10, 12
by delay (0, i,{'}{}()) AN()\/’A There were main effects for
ize, F{- ; .= 106, dﬂd&ﬂd%
F1,38) . = here was not a main
effect for span, F(1, 3¢ } l None of the interactions were
significant (for all, p jﬁ{‘}}«

AND RETRIEW.
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Low-span subjects required slight
cyeles to reach on in the leamn
subjects. Otherwise, there were no ¢
learning data.

”%'“hﬁ more %ﬁ"%‘i@iit?(”i;&%iit‘%g;ﬁ data come from the wve

din the
1 retrieval
tmm wimmy y}nm‘nm}f mﬁﬁf m,mw:,ii from s / raem-
ory? Our measure of retrieval from pri s the
median RT on trials in ﬁhm (] zi Em condition, The mmgm of
“hanged. Therefore, re-
nendent on set siz

2. When we
ve of 2, the dels

condition was mug
conducted an analysis that e ,
by set size interaction was not i«‘iggm icant, Therefore, for
sizes beyond two ilems, the time required to activaie a se
from secondary mermory to primary memory is constant.
The second issue we addressed in the introduction regards
the difference between high- and low-span subjects. Cantor
and %ﬂnpiw {1993} found a span by fan size interaction, such
that as fan size increased, low-span subjects” RTs increased
more than those of high-span subjects. Similarly, we found
a span by set size interaction. However, we did not find a
span by delay interaction, Therefore, the ‘E fference between
the O-s delay function and the 1-s unction is the same
for high- and low-span subjects. Hmm results most resem-

Experiment 1
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Figure 3. Mean verification tmes and error rates for Experiment
boas a function of set size, delay, and WM span. H and L refer to
high and low span subjects. 0 and 1 refer to the O-s and 1-s delay
conditions,




67 AMNDREW R

ble the %Mpmﬁwm al results «“mwm in Figure 2 (Panel ©), We
; crence between high- and Eww -span subjects in
mmmmi from primary memory but not from secondary
ROy,

In sum, we found that WM capacity plays an important
s an retrieval from prmmw or active nwmww but not
rom secondary or inactive memory. To ate this find-
ing and to forther generalize our cone ammm wWe m:‘&dm&m:a;i
Experiment 2, in which we used words as memory set items.

Experiment 2
Method

Subjects

Twenty high-span m&a‘i 20 Mw %p;‘m w?‘
the operation- wum
subjects. The mear

nects, as determined by
w’wwiv. were used as
5 £ N’ } higt feets was
The mean w,m score for ii e } low-span w%‘ vjects was 758,
Pwo subjects (both low s DALY Wers 1 “mﬂv m perform the learning
stage and were therefore replaced. All subjects were undergradu-
ates from the University of South {.Mu]mm were tested individu-
ally, and ived course credit for participation,

Muaterials

ed of 2,
ared as a
e predeter-
; uw!m mndmmly or-
red as a target in two
1 wore randomization) were
RS m + 12] ). The words and a
I arrangem mz are illustrated in Appendix A, The goal of the
wsure that one wwd set was not simply a subset of
a im,fmm mi‘ Hm was done by assigning 3%% first 12 words 1o Word
and then distributing the rest of the words eve aly across
yminimize overlap between ts. Twenty of these orderin
nerated, one sach Tow- and high-span subj
puters and software used were the same

il siw sets of words, which consiss
y. BEach word zx;‘y;‘w
E cach subject wer

The proce
howord

Fach subject memoriz
«z%., 5, B, W, @;M 12

ment 1.

Procedure

Subjects g‘ws“immm the experiment in two sessions, Fach ses-
sion lasted approxi ma iely an howr and a half, and the sec
session occurred within 48 hr of the first session. The subj
pe “twmml the learning stage in the first session. In the se

ston they performed an additional learning stage and then the
ation stage,

Session |

cared on ‘iiw computer screen for a fixed
nlsrw m {10sec) + 10sec, where n equals
ch set remained on the so

Tk to recall each set separately. The
8 if;é 4 sel Mf Wi Smw the words on a response sheet.
H}w were altowed to recall the words in any order. They would

A CONWAY AND RANDALL W ENGLE

then read their response 0 the experimenter, who recorded aceu-
racy. After recall, the subjects studied ea tagain. After study,
the subjects were asked 1o recall again, and so on, When a subjeot
had recatled a set correctly three Hve times, that set was
from the study- I eyele. et all had dropped
set was presented once more for study.

Session i

Learning stage. The learning stage for Ses
the same as that for Session 1, with one exce
each word set was presented twice be
to recall H‘E “‘Qﬁwim‘i ,? he,-;a ause the

sion 2 was exacthy
ption. In Sessio
ore the subjects were s
jees were already familiar
ol after one presentation,
- performed 376 speeded veri-
“delay, and two
Therefore, 24
5761 A word
tsize (For Word Set
se times, amd sin
were equal numbers

¥

TESPONSEe %yg"m,m iaélmmm.d io
trials of each type were pr
appeared as a ta i E"mﬁ&g wh
1, four words w
words were presented as g & ,
of ta and foils. A foil was 1 of the 21 words used in the
experiment ﬁmz was not a member of the set being tested. Trials
s had no way to predict what set

: b trial procecded

¢

Design

This was a 6 > 2 mixed factorial design. The
: iable was set size (2, 4, 6, 8, 10, 123, and the
Em,a s variable was WM capacity (high span or low

dependent measure was the number of s tudy-recall
ed 1o reach criterion,
Verification stage. This was a 6 % | a
sign, The within-groups variables were set » (2,4, 6,8, 10,
and 1,000 ms}, and response type (target or foil). The
ots variable was WM capacity (high span or low
he dependent measures were BT and error rate,

Learning stage.
within-gr
between-su
spand. The ¢

2 mined facto

Span).

Results

Three sets of data wmwgf

walyzed from Bxperiment 20 the
first learning stage, the second learning stage, and the ver-
ilication stage. The s,iwwmhmk meas the learning
stages was the number of study-recall cycles. Reaction time
and accuracy were the dependent measures in the verifi
tion phase.

Session I: Learning Stage

The mean numbers of mmﬁ
Table 1. Lo

ccall eyeles are reporied in
e A% needed more cveles to reach
<.friz,t:wém‘x than high-span subjects. Also, the number of oy
cles required to reach criterion increased as set size in-
creased. Furthermore, low-span subj showed a larg
increase than high-span subjects in the number of cveles
required o reach criterion as set size increased.
These o mi miﬂﬁ" were supported by a span (high, low)
by set size (2, 4, 6, B, H1, 123 ANOVA on the mean number
of cycles nee d&: i to x(::r-mih criterion. There were significant

i
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size, F(5, 1 W M =

s:s;i as @mt size izmr sased,
se conclusions were wmwmd by a sy
8, 3 } /\MWA on mc aa‘amn

reach criterion incres

Again, the
low) by set
number of

ety
o

for span was marginal, F{1, 3&%) = 3 '«‘){w, p = .()5«’&"“ M3
464, There was a main effect for set size, F(5, 190) =

2 15, MS, = 249, The interaction between span and set
size was not significant {

Verification Stage

Reaction time and accuracy data were analyzed sepa-

rately, but both are itlustrated in Figure 4.
As can be seen in Figure 4, RTs increased with set size

until a set size of 10 and then ¢ mgagmi off at a set size of 12,
Reaction times were faster in the 1-s delay condition than in
m«; 0 % delay condition, and low-span subjects were slower
sspond than high-span subjects. Beyond that, there are
mru, 1mpmmm %mdwmw Hw& low-span subjects showed a
5 2 increased, than high-span
This SUgEests ‘{hm: high- and low-span subjects
differ in retrieval from primary memory. Second, the dif-
ference between the (-5 delay function and the 1-s delay
iuml;x‘m was not different for high- and low-span subjects.
sts that high- and low-span subjects do not differ

in H’(”i ieval from secondary memory. Third, the difference

Experiment 2

Targels
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Figure 4. Mean verification times and error rates for Experiment
2 as a function of set size, delay, and WM span,

RIEVAL

between the (-5
was constant acr
from secondary memory is gmis;::g mimz% of set s

¢ > mm s were “‘g{%;‘m;" m"ﬂ ‘ﬁ‘w a

statistical
b, fow) by
ANOVA,
variable.

M(Mﬁ amh;‘mn F i
200, More mmportar nt, 111{%* Wi
*mm F(5, 1903y

nt inferaction betw
M nor wm th

There was no
and delay, F(1, 38) =
i between set size

W
‘inally, the three-way

een s«;p;m
m ";‘W' :
A0 F

1.26, p
vMM? I %2‘

ErroT T
(2, 4,6, 8
m ma; M ,'

: 190 )

J = ()7, and ¢ , 17.89, p
102, There was no main effect for span, £(1, Qf’,»% <]

none of the interactions were significant (for all, p > 55 'z"%}“

Hseussion

fow-span sy me required more study-
veach criterion in mex Emméma stages than hi
j wm 2 oto W,

Heye im WETE ﬁwi E m reach oriterion. Surprisin
swer cycles were needed to memorize Set 12 than Set 10
Again, consider the two main i i ed in the
introduction, First, what is the dif tween retrieval
from primary memory and retrieval from secondary merm-
ory? As in Experiment 1, we found that retrieval from

primary memory is dependent on set size. Unlike in Bxper-
mment 1, we did not find a delay by set size interaction,

including a set size of 2. Therefore,
memory is independent of set size

eval from secondary
, meaning that large sets

of words are retrieved from wdary memory as quickly
as small sets,
second issue we addresse 3 in the m{smi He “fam usmm

difference between high-
Brperiment 1, we found a span hjf; 5¢
not a span by delay interaction, Th fu,m the difference
between the 0-s delay function and the 1-s delay function is

the same for high- and low-span subjects. Again, these
results most resemble the hypothetical results shown in

Figure 2 (Panel ¢). We see o erence between high- and
ow-span subjects in retrieval from primary memory but not
from secondary memory.

in both Experiments 1 and 2 we found that WM capacity
plays an important role in retrieval from primary or active
memory but not from secondary or inactive mermory, As
mentioned above, however, the materials in B mzzimmim 1

and 2 were designed lo incorporate interference into the
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task. if the diffe between high- and low-span subjects
is x‘.%m to this interference component, then we should not
e between high- and low-span whgm.m in
and 4, in W%mh there was no overlap in set
i W ca / gz& ays a more general role in
MW t&aam in Experiments 3 and 4 we should still see a
ence between high- and low-span subjects,

,,F@

Experiment 3
Method

Subjects

5, a8 determined by
wsly, were used as

Twenty high-span and 20 iwv -span subjec
the operation-word span ¢
{

: Mm . The mean span scose é‘w m 20
15, Hw mean M)aiﬂ SCOTE

partigy mm(m .

Materials

ot memorized four sets of letters,
siste ‘! m 2, i fe‘ ﬂmd & letters respectively. Unlike in
\m. rment ,i, cach letter appeared as a target in only one set. Only
consomants {excluding “y™) were used in the study. The letter sets
ach subject were predetermined Ew a random pre The
involve i 20 consonants in the
.ﬂ,&:mr Set 2, the next 4 as
) e orderings were generated,
ch high- and low % ject. An example of one of these
orderings is shown in Ammmiix z‘%

The computers and software used
ments L oand 2.

were the same as in Hxperi-

Procedure and Design

The procedure and design were the same as in Experiment 1.

Kesults

Learning Stoge

The mean numbers of study-recall cycles are reported in
¢ 1. High- and low-span subjects did not significantly
fer in the number of study~recall cycles needed to reach
criterion. The number of cycles needed to reach criterion
increased as set size increased. These conclusions WW‘{;‘
supported by a span (1 ugwh low) by set size {2, 4, 6, B, 10,

12} Al '}“VA There was a main effect for set size, F(3,
114) L P Ww M S, = A89. There was not a main
effect for %g“mm F(L, 38Y < 1, nor was there an interac-
tion, F(3, 114) < 1.

Verification Stage

data were

analyzed separately.
sed with set size and

RoA, CONWAY AND RANDALL W, ENGLE

Experiment 3

Targets
| T o0
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b
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E 2000 g
i 60 =
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e an @
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e 1o0n .
20
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Het Bize

Mean verific
wction of sel s

Figure 5.
3 oas a fur

tion times and error rates for Experiment
e, delay, and WM span,

were faster in the 1-s
condition. Also, low-s
overall than h
span subjects’
same rate. ”Hw:&umg even mw ‘;%“z MW span wim Cis W
slower overall, the rate at which they searched primary
memory is equal to that of high span wig ts. Furthermore,
ha" ':3 m e between ‘K:E‘m M dcm mm Hon mi w i-s

J-s delay
ts responded more s }wwi\‘
iiﬂwwuw i]u.gg,hﬂ and low-

delay condition than in the (
an subiec
pan mi ;

between the O-s delay function and the t-s ﬂaiuﬁa:w fmmmm is
not constant across set size. Again, o appears that the
difference between the O-s delay wmimem and the 1-s delay
condition is smaller at a set siz of 2 than at the other set
sizes. When the ; performed on all set sive
except 2, the diffe cen the O-s delay function mzm
the 1-s delay function was constant across set size.

These conclusions were supported by our statistical anal-
ysis. We submitted the median RTs to a span (high, fow) by
set size (2, 4, 6, 8) by del ay {1, 1 {HH 3y ANOY f’X Hmm were
m«am effects for set size, F(3, 114) = “m Lol 08,

) 9 , and delay, F{1, 38) = ‘ :
51,184, There was also a main ef
5L p o< 05, MS, = 807,307, Hﬂww
no span by set size interaction, F(3, 114y =
WHS 1o ag‘wm %‘w 1y mmmmam F(1, 3R) =
T : ; i
pe }M MS W WM wa ver, when the
excluded fmm the ANOVA, the inte mMmm ¥
and delay was not significant, F12,

Error rates were low and did not di
low-span subjects, Subjects were less mmmm a% m wﬁm
increased. As with the RT data, the mean error rates were
submitted to a span (high, low) by set size (2

H
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My ANOVA, There were main effects for set
14.07, 35, MS, = 003, and delay
: i .

here was an
505, p =

Dhscussion

e

Both high- and low-s span subjects needed more study-
recall cycles to reach criterion as set size increased. How-
ever, high- and low-span subjects did not differ in the
number of cycles needed to reach criterion.

In terms of our retrieval question, the results are similar to
those from Experiment 1. We found a delay by set size
interaction, which was caused by a set size of 2. When we

uded the from the analysis, the delay by set
> interaction was not significant. Therefore, consistent
with both Experiments 1 and 2, the time re quired to activate
a set from secondary memory is constant bevond Set 2.

In terms of our WM question, the results of fﬁmmmm::;t 3
are quite different from those of Experiments 1 and 2. We
found no difference between high- and low-span su mamm in
retrieval time from primary memory or from secondary
memory. These results most resemble the hypothetical re-
«;um shown in Figure 2 (Panel « } Thus, we replicated the

finding from Experiments 1 and 2, that high- and low-span
subjects do not differ in Mrnwai time from secondary
memory. Furthermore, when the memory sets are not over-
lapping, high- and low-WM-span subjects do nor differ in
retrieval time from primary memory, M replicate this find-
ing, we conducted Experiment 4, in which we used words as
memory set items,

3

Experiment 4
Method

Subjects

Twenty hig an and 20 !ww -Span subjects, as determined by
the operation—word span task de i ; y; Were m&;md as
The mean span score ﬂw the 20 high-s

s for the 20 low-sp MM ;mm wm \‘ M
bject was unable to perform the fes :
HOEL i AH w% sjects were underg
were tested i
ration.

§ from the
i k.f_?&”\}f., and ree

L memorizes
2 words
ch word appeared as a
: mm% sets for each subject were predetermined by a random

cess. The process involved randomly ordering the 42 words and
iting the first 2 as Set 2, the next 4 as Set 4, and so on,
s of these orderings were | ted, 1 for each high- and
low-span subject. An example of ope ordering is shown in
Appendix A.

Faix sets of words,
vely, Unlike
gel in only one sel.

and software used were the same as in the
iments,

The computers
previous expe

3

Procedure and Design

The procedure and design were the same as in Experi-
ment 2.

Results

3 seriment 4: the
> second learning stage, and the ver-
: Hﬁ; d@;wmﬁ‘ it measure for the learning
ge8 Was tiw sumtber of study-recall cveles. Reaction time
and accuracy were the Mwm%mi measures in the verifica-
tion phase,

Session 1: Learning Stage

The mean numbers of study rtect in
Table 1. Low-span subjects nwﬂ «3 more oyeles fo reach
criterion than high-span subjects the number of
wyeles needed to reach oriter as set size

sasedd.
¢ conclusions were supported by a span (high, low)

M set size (2, 4, 6, 8, 10, W} AW"W ,\ on the ma‘w rmber

effects
for sy \ 5, and set
size, F{4, 15 e interaction

betwes
1.60, p >

.

Sesvion 2: Learning §
A

Most w
f‘*iww r, low-span subjects required s
'Wiz span suby
pmh d m w{nm t hm} by set si A
ANCOYVA on the mean mmmw of ¢ s neede % m re
criterion. Hw e spar was marginal, F{1, 38
The main effect for set size was not
b, nor was the span by set size

signi
inferaction,

Verification Stage

Reaction time data and accuracy
separately. However, both BT and ace
in Figure 6. f% in Experiment 2, BTs increased
until a set siz
Reaction tim
the -5 ¢

with set size
ot 10 and then dropped off at a set size of 12,
taster in the 1-s delay mmd than in
Hay condition. Overall, high \

the RT functions for high-
sed with set size at the same rate,
high- and low-span subjects did not
from primary memory, M in the three m WIOWS OXperi-
ments, the difference between the O-s delay function and
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Experiment 4
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Figure 6. Mean verification times and error rates for Experiment
4 a8 a function of set size, delay, and WM span.

the I-second delay function was not different for high-
and low-span subjects, Aw:: ggests that high- and
low-gpan subj do not diff rigval from second-
ary memory. R-wmﬂyw unbike in Byperiment 2, the differ-
ence between the U-s delay function and the 1-s delay
function is not constant across set size. The difference be-
tween the O-s delay m:‘}diiiwﬂ and the 1-s delay condition
was smaller at a set size of 2 than at the other set sizes.
When we performed the analysis on all set sizes except
the difference between the O-s delay function and the 1-s
dvﬁm mm tion was constant across set size.

dian BTs were wi%m; mi m & sp han ( High
3» 6, 8, 10, 12) by delay (0, LH)(?)

ul‘g ects v
main effects for set size, F(5
MS, = ?%”i g

i{,m} m set
AN()‘VA" Span
table. There were
34 4‘% po< U5,

: “(')f“‘,?«,‘

size (2,
group was the m;%y !,mmw'

5

and 1 %M, Hi

?{i %&&

S No
j . m The
L either, F(L,
pa;nmvm 2, vw mmsd a set size by
190y = 242, p = 038, MS,
r, we conducted another ANOVA exch
. ze by delay interaction was
zmi significar , 139, p > 10

Error rates were relatively low and did not differ between
high- and low-span sub §u 5. Subjects were less accurate at
the larger 5 fH sﬁam or Tates were
‘ { Z, 1 ("e 2‘*{ i 2

o
S
bk
=
=4
I
«ﬁ
=
=
-
=
o
=
=
e
e
=
-

iswiay mti: ract
i ?f! Lo, Howe

' h { i» i"

. i Mf [ﬁ Q'”h /H“w . !
ect for span, F(IL, 38) <0 1. Am none of ﬁw
were significant (for all, p > 10),

)i} mui d elay,
WS 10 main
nteractions

GLE

General Discussion
Let us first summarize the results of the four studie
reported here: (1) With the exclusion of a set size of 2, tm
time to acti a set from secondary to primary ammm%“}’
was independent of the set "*» size. (2} WM ca ; had no
cttect on the w‘*wie‘; al time ﬁmm secondary mmmrv {3
WM capacity /e an effect on the time to search the set
that was AM;W in primary memory, but (4) only unde
mt«nmlmw in Whi(xi‘é there was overlap in set membership,
i HONSE &““(‘amwsi%%mx oF
EI m; expe riments the set
sig ant quadratic trends as well as
H near HI{MM Hm za“ D W} In a typical memory-search
ask (e.g.. Sternberg, 1966) the set-size function is linear, At
fir ;-Ji, e, we thot ﬁw that the qus
heen mw m %m‘ ums%m of gu

et

pmmm@: o het-8
M instead of com-
%, However, in
pu*«mi hx foils for Set 8, and we
}f;‘mmaré the same « ‘gwdru{éazu trend. It should also be noted that
guadratic trends were also at in the learning data, it is
not clear to us why we found these trends,

fuix, if}fé{}{!f“?v ,’Mﬂmwm »‘fw fﬁ\W'H\L ?

Wickens et al. (1981) arg that retriev ﬁ t;xm; second-
ary memory 1s a two-stage process, with the first step being
the selection and activation of information z;zhwm the entire
set or list, The second step would involve the search or
retrieval of information from the active set. Furthermore,
Wickens et al. argued that the extra process ry for
retrieval from secondary memory required the same amount
of time when the test item was from either a two- or
four-item set. These conclusions were supported by their
finding of no im{mmum between set size (two and four
items) and memory condition (primary or secondary).

In three of our four experiments, we did find a set size by
delay condition interaction when a set size of 2 was in-
chuded in the analyses. When Set 2y cluded from the
analyses, however, there was no inleraction between set size

and delay condition in any of the four experiments. There-
fore, beyond Set 2, our data support Wickens et al.’s (1981)
conclusion that the processes fnvolved in emrwwﬁ from
primary memory are distingt from those involved in re-
trieval from secondary me mory. ‘TF%W time required to make
a set of 4 items available to p yual to the
tme required to make a set of 2 1o primary
memory. This is an important { (irzgv_#m because 4 ftems s
presumably subspan, md 12 it¢ ms is gm* umably supra-span
for most of our subjects. e mm: to make a
memory set :m;m Tee t
with group (high r
and sugpests that Hn: ntmuwi !wm wmmd ry Memory is a
result of an avtomatic process, not a controlled limited-

S
2
=
7
-
=
&
=
e
=
=
=
=
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capacity process. This finding also speaks (o the very nature
Arieval of a list or set of information from secondary or
thve memory The proces nging set information

¢ vation or primary memory seems (o be
[ an imﬁmmg@ or addressi the list, rather than a

ss of retrieval of all of the individual list items. For
example, it will not take any more time 1o access the set “50
states” than it will 10 access the sef 1 ” The size

2 months.”
of the set is not a factor until the individual items are
searched in primary memory,

Why were the results of a s e of 2 different £ the
other set sizes? We remind the reader that, whereas Wickens
et al. (1981) presentec d their sets one time, our subjects had
considerable learning of the set items. The RTs for our set
size of 2, no-delay condition, were extremely fast, It seems
reasonable that this would cceur if the subjects had been
making their responses on the basis of a simple stimulus—
w«zpmm {&-R) connection rather than a search of the mem-
ory set. Instead of activating Set 2 and searching for a
match, a subject may have simply remembered to press the
“yes” key when a certain item was paired with the number
2. This seems more plausible for a set size of 2 than for the
other sets, bocause it is casy for subjects to memorize a
two-item set without ;'m%\mg-; claborate associations within
that set. Therefore, when }'wm;il with the verification task of
“Is bird a mmﬁ‘ ?auy can rely on the connection
~hird-ve o the entire set and searching
for bird. :

nections,
Ao mi%w MEmOry s¢
set cue, hm in the wr;m
question “Is bird a
the entire set, and ac
MEmory sl Hems.

Thus, we argue that retrieval from gw*iwmw mermory and
retrieval from secondary memory are quite different. m
trieval from primary memory 15 a function of set si
with well-learned set information, whereas retrieval from
sgeondary memory is not a fonction of set size. This lends
support to the notion of a distinction between the two states
of memory that is based on qualitative distinctions in Jevel
of acti Primary memory is oot just one end of a
continuum of Y TREnory at R‘Jhez other
end. There ap Sk
tion between retrieval ﬁ‘mﬂ‘z pPrnary memory m:mi mg
from secondary memory,

tion task, when face
ber of set 877 the fr@.f.ﬁfhji:ﬂt» s.miwm‘m
tivation is divided among all eight

Dioes Working Meme

w5 in this article is the role of
wperiments, the delay
um ant. Low-span sub-
ts at performing the
al from secondary memory.
g because that conclusion

jects were as fast as higl
process necessary for retrie
This s especially  interest
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bholds for all Tour experiments. Therefore, according to
our results, WM capacity does not play a role in the in-
dexing or addressing of well-learned set information in
secondary memory.
Where then, does WM capacity pl ‘zy a role in retrieval?
The results are clear: We immd a span oy se
when set items appeared as targets in two sets (B
sared in one set {

and 2} hm not when they app
Therefore, high- and low-span su

and 43,
their ability to retrieve information from prim
y overfaps but not when sets are unic m

when set roembershi
Why?

To answer this question, we must first consider how a
subject performs a retrieval task when cach memory set
item appears as a target in only one set. Because high- and
low-span subjects differ only in retrieval from primary
memory, let us consider only primary-memory trials. Fur-
thermore, assume that the word dog was a member of the set
size of 6. During a trial that tested retrigval from prim
Memory, number & was presented 1 s b
the probe Hem ¢
ber appears, activi
tation for 6 to HW oue ﬂm ’%;v set m 8% items,
indexing of the set. Then, when the probe item dog VH 2
activation spreads from the memory representation for 6 to
the set items, including dog, and from dog back to the
MEmoTy repr ion for 6, and a match ocours.

Now consider a stmilar trial in H"m experiments in which
pach memory set tem appeared as a target in two different
sets, Assume that the word dog ag :zpas:,, ed in Set 6 and Set

Again, the memory set number s presented 1 s before
the probe wem. When the number & appes s leads to the
activation of the set %a‘ﬂ“mmmﬂwz. Then activation spreads

3

from the memory representation for 6 to the memory rep-
resentations for all members of that set, including dog.
Then, when the probe dog appears, activati cads from

the memory representation for dog t
memory set number 6 and to the HMH
10. Therefore, when the sets overlap, acti
irrelevant information.

How did this diffusion of activation lead to the differ-
ences between high- and low-span subjects in ;
Fand 27 The data from all four experin
over delay and combined for the letters ¢
pertments 1 oand 3),

: appropriate
set number
ation spreads to

periments (Exe
'Eu“«wx} i Figure 7, ﬁmi the words
ments 2 and 4), shown in
gures show that high-span subi
fected M ‘the uwz! i 215 88 were Mw
jects. The sults : i
curves for the high-s mn sub
nearly identical. The high-spe
unatfected by the mi m;wimzm of wmi W or wmm‘s 285
set membership. F also shows that the
for low-spar } et

high-span funct

lier in this figure is the ifmmmm fort i ©
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Figure 7. Mean verification times for Experiments 1 and 3 as a
function of group, set size and experiment. H and L refer to high
and low span subjects. 1 and 3 refer 1o B speriments | and 3.

ap in set membership, and the effect increased with

We draw a similar conclusion from Figure 8. Aldthough
there does appear to be some slight effect of overlap in set
membership for high-span wi vjects, the effect is much
greater for the low i

We assume that, in Experiments 3 and 4, in which there
was no overlap in set membership, both high- and low- ~Spasl
subjects performed the verification task by relying totally on
automatic processes. Because limited-cap acity controlled
attention was not required for this task, no differences were
observed between high- and low-span subjects,

In Experiments 1 and 2 we assume that the automatic
spread of activation occurred from probe set cue to the word
or letter dtem and from the item to the probe set cue.
Activation also spread from the item to the nontested com-
peting set cue, as described above. This latter link would be
wmm:: than the links between the probed cue and the item:
thus, it would be susceptible to inhibition. We assume that
high-span subjects use their available attentional resources

prevent or inhibit the activation of this weaker and
frrelevant information,

In contrast, low-span subjects were unable to
tivation of the irrelevant and weaker information, which
would ultimately allow that information to also come into
an active state. This would explain why low-span subjects
were more slowed in mpwu ments in which each memory set
item appeared as a target in two sets. Recall the instance in
which dog was a member of Set 6 and also of Set 10. It is
our argument that, because low-span subjects mui(i not
inhibit the spread from dog along the weaker link dog-10
they would ultimately be faced with the dilemma that the
system would be providing conflicting information, namely,
that dog was a member of both Set 6 am% Set 10, This would
possibly lead to the low- subjects performing a serial

inhibit ac-

oA CONWAY AND RANDALL W I

CNGLE

reh of Set 6, simila;
proposed.
Therefore,

to what Sternberg (1966) originally

DAl wt“vm:w z;‘iiffm i retrieval
ability tn

high- and low-s

mwm :;m to note, how-

inhibit irrelevant inform ﬁ{m“ ﬂ% i5 i
ever, that that ability occurs because we assume that inhi-
] and that subjects ¢ " in the

ilable to them. Thus, subjects with

Wﬁ'm izucmwmi resourees also have greater capacity for

inhibiting information that is irrelevant to the task.

A Resource-Dependent View of Inhibition
Unfortunately, the term inhibition is a nebulous one that
connotes a multitude of meanings. We would like 1o eluci-
date the manner in which we use that term in this article,
Bjork (1989) argued that there are two w ayvs in which the
retricval of an item can affect an attempl to retrieve a
different item later, and both are often referred to as inhi-
bition. He referred to one mechanism as suppression and 1o
13;: other as blocking. He described suppression as a stron-
ger, more active type of inhibition in that it is directed at the
to-be-inhibited information, and it is initiated to achieve
some goal. It is also characterized by the actual Jowering of
activation of a weaker or irrelevant item. An example of this
type of retrieval inhibition is illustrated by the work of
P ostman, Stark, and Fraser (1968). Using the A-RB, A-D
varadigm, Postman et al. showed that retroactive interfer-
ence is 4 HWM of jects” suppression of first-list re-
SPONSES st learning, Importantly, they found
suppression to ocour fwr the entire sel, not at the Jevel of
{
i

individual associations. Thus, active suppression of first-list
responses during second-list learning facilitated learning of
the second list, Therefore, the inhibition was initiated to

Experiments 2&4
Targeis

JO00 -

2E00

g

Bel Slze

Span and Expertment #

LR W L0t HEG v L0 |

Figure & Mean verification times for E xperiments ,“d 4 as a
function of group, riment. HE and LO refer to high
and low span subyj to Experiments 2 and E 4

2 and 4 zm‘w
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e goal, and it was directed at the to-be-inhibited
. argue that this type of inhibition is resource
nding and would eccur to the extent that a subject had
available resources to do so. It would be less likely to occur
under conditions that directed a subject’s attentional re-
sewhere o when subjects  themselves have

e other type of retrieval inhibition Bjork
(1988} discussed. He described blocking as o
the incre: activation of other memorized information.
Brown {1968} illustrated an example of blocking. In
Brown’s experiment, subjects who spent 5 min studying the
names of 25 of the 50 states later recalled more of those 25
states but fewer of the other 25 states than did subjects in a
control group that spent those 3 min doing lght reading,
This type of inhibition is characterized as blocking because
the experimental subjects did not intend to inhibit the names

of the 25 states that were not studied. In fact, the inhibition
was counterproductive (o the 1 of recalling all 50 states

Retrieval difficulty results not from the actual lowering of

the activation of nonstudied items but from the increase in
activation of studied items. This type of inhibition also
ocours in the search of ass

wal (Raaijmakers & Shiffrin, 1981},

We umw @mt the reason we find a difference %wtwwn
high- and low-span subjects in Hxperiments 1 and 2
because of the subjects” differing abili ity to suppress irwie‘*
want information. We feel that suppression is a better can-
didate for the retrieval inhibition than blocking for two
sons. First, suppression is directed at the to-be-inhibited
information, and it is initiated to achieve some goal,

whereas blocking is a by-product of the increased activation
of other memorized information and is often counterproduc-
\:%wz 0! har mi M our tzwk whwm% iw, fited from inhib-
seiation. There-
: @;fs‘;h it is directed

mm ;1 i%m z,:a%amnmn mﬁ:dmmm 5 SUCe
and ﬁs:»’ initiated to achieve a goal.

smsion over blocking is
hmz ¢ the blocking hyvpothesis seems 1o be consistent with
our original {and now clearly wrong) view that high- and
low-span subjects simply differ in the level of activation
av Mdi le to the system { . Cantor, & Carullo, 1992).
sider a blocking explanation of the pre ~~m results,
, asswme that dog 15 a member of Set 6 and Set 10,
W%mn the set cue 6 is presented, activation automatically
spreads from the representation for the set cue to the rep-
resentations for all items of that set. When the probe dog is
presented, activation spreads from the probe representation
back 1o the appropriate set cue as well as to the irrelevant set
cue 10, If blocking occurs and high-span subjects are better
blockers than low-span subjects, then we have to assume
that the relevant set cue-itom association 6~dog 18 more
highly activated for high- -span subjects than for low-span
subjects. This assumption is necessary because blocking is
a by-product of activated representations, Relevant repre-
sentations will block frrelevant representations better if the
relevant wm"‘* sentations are more activated.
Therefore, if blocking ocours, then high-span subjects are
better blockers than low-span subjects. This would mean

by-product of

iative memory {SAM) model of

This argument pmdm% }mi we whmzm see retr w.:mi dm«:r
CNCES Emwwxs %}ip,‘l - *mm %ﬂw wg"mﬁs wi"s ects even wm‘a; m e
are no asso : :
4). We did not M%uw wi%gw,a if:
id 4,

For these 1

nees in Bxpe u‘mrs:m

reasons, we feel that suppression is a better
candidate than blocking for the retrieval inhibition that
occurred in Experiments 1 and 2 Huwm 1, the present
study does not rale out the po 5@?&% :
curred. Future research will be neec
conditions lead to blocking and w
SUPPTession.
The work

m s;;w"adﬁ’iim*;r@; lead to

e here may have implications for do-
mains of research beyond adult models of WM and re-
trieval. For instance, the resource-dependent view of inhi-
bition is possibly also relevant to the I s oon
i’&&:w,lmwmmmi mi“ﬁ«m noes in WM capaci and
. eoHive
‘w:mmm are mm mmm;} wmmﬂ mh & ﬁmy mechanisms

¢ to limit entrance into wwkxxz;v e At
that is along the ‘goal path’ of comprehension” (p. 212
Therefore, people with inefficient inhibitory mechanisms
will allow in mwm%mm that is off the goal path to enter Wi,
Hasher and } provided considerable evidence
that WM deficits in aging individuals result from redu
ability to inhibit irrelevant information. It is possible that
reduced ability to inhibit as we get older is a result, in turn,
of reduced attentional resources, wm no doubt be a matier
uf "% ‘“MIW Mm‘fm s a result of the awtomatic
of controlted, limited-

f

mﬁ,} mmmm b
he work reported in this article is consistent with
Ackerman’s {1988) theory of skill acquisition. The theory
wzzaiﬁcm that gg;tmzmi abilities such as WM capacity © to

after i k involves a

o,

CORS) ic,
m;: neces in important,

k conditions

:ﬁ;”mﬁz% our earlier view was that
irza;ﬁwiaim 5 a?iix : evel of activation, which
should not m;*p%md on M’mﬂm a LM was performed under
automatic or confrolled conditions. {Ms mwlw show that
individual dif s in WM capac e important 1o
retrieval of well ned informati y when the task
caused a degree of confli e, T
notion predicted that W
important even in the absenc :
tions. Quite clearly, the Ackerman theory has be
pmfm by our research, and the theory that individuals diff
in overall level of activation is wrong
Cur new view, that | mﬁweﬁﬁm M
ity reflect differen
sistent with Ac
that individual differences in ’% M wqmaww MH ‘E"m impor-
tant to a task only during phases that require the task be
performed under controlled, limited-c capacity attention.

prences w
w% wmﬂz inter
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did not find individual
actor in Experiments 3
wmance in these ex-
sing only. However,
some memory search studies have suggested that automa-
ticity is achieved when the slope of the set-size function
b hecomes flat (Shiffrin & Schneider, 1977). The slope of the
set-size functions in Experiments 3 and 4 are not flat.
Theref ore, one might argue that limited-capacity controlled
attention should play a role in these tasks. However,
parallel-search models {Anderson, 1983, Ratelif 1978) de-
fine search as an automatic spread of activation from the
memory set cue to the memory set items. According to this

ntowith this view, we
=5 i WM capacity to be a
Pherefore, we arg

e ze effects will still obtain while a subject is
eng ‘d m automat tic processing. Set-size ef ocour
becanse iion s divided among the number of mem-

ory set items, such that less activation will be available per
item for larger sets. The slope of the set-size effect will
become ‘ﬂ,zﬁ uish‘ W Emz a wi ject responds on the basis of a
simple S~ \ ch that when the subject encoun-
ters a se ‘Ev Hem it &uémm;mzéiv ads to the
wan, 198KY. When this ocours, the
Wu searching the memory set. We
is qmaisuam

subject s no o
that zzm ;‘,35”{‘)(‘{‘

ww § a8 mmm ic.

We would be remiss here if we di
refationship of our a5 to Badde {1986} theory of
WM. The view with which we end seems quite consistent
with the idea of a central executive as being a general
attentional system. We would add that the general atten-
tional system is important to the inhibition of superfluous
information as well as for the activation and maintenance of
information relevant to the task. Thus, those knowledge
units represented in the active portion of mer mory would be
affected not only by the ability to keep information active
but also by the dhﬂim to prevent muim rant and competing
information from interfering with active memory.

I not mention the
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Experiment 10 Foils

Table B1
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Appendix B

Analyses

Reaction time: Means as a Function af Span, Delay

(in Milliseconds),

and Set Sire

Experiment 2: Foils Analyses

Table B2
leaction time: Means as a Function of Span, Delay
(in Milliseconds), and et Sive

High span (ms)

Low span {ms)

0 1,000 0 1,000

619

58 994
2,189 1,649
1,979 1,467

763
1,434
f.f,i B
LELD

Main Eff
Span

flects

Bet Bie
Delay

Ir M,h Hons

Bet Size x
Delay

Set 8
Delay
Span

F(1,38) = 349, p =
3,240,63;
F(3,114) = 42

069, MS, =

< 05, MS, =

F(1, 38)

» <05, MS, =
57,427

4) = 789, p > 10, MS, = 554,442

F1, 38) = 2122, p > 10, M5, = 57427

FL3,114) = 3893, p < 08, ME, = 50,464

F(3, 114) = 2808, p = 043

Aceuracy
Main Eff

ﬂfshw
Set Size x

Delay

Span

F{3,104) = 1561, p o 10, MS, = 0.008

F{L, 38) = 551, p > 10, ME, = 0007

SO0, p o

> 0, MS, = 0,007

" Number of items.

“ Mummber of ftems,

Low span (s}

M ain Effects
Span

> 10, MS, =

Delay

86.552, p < .05, MS,

195,081

F(5, 190) = 0.747, p > .10, M5,

F(1,38) = 0.293, p > 10, MS, = 195,081

F(5,190) = 161, p > 10, MS, = 84,

F(5, 190) = 1.693,

Mam [
%{wa

L M5, = 0.018
05, MS, = 0.006
Me'm;:a MS, = 0.003

§,}fw M jy
Interactions

Set Siz

LA74, p > 10, ME, = [L0D6

= 0.210, p > .10, MS, = 0.003

0.392, p > 10, MS, = 0.003
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Experiment 3: Foils Analyses

Table B3
Reaction sime: Means as a Function of Span, Delay
(i Milliseconds), and Ser Size

Experiment 4: Foils Analyses

Table B4
Reaction time: Means as o Function of Span, Delay
{in Milliseconds), and Set Size

High spas (ms) Low span (ms)

Set size® 0 1,006 0 1,000

High span {ms) Low span (ms)

0 1,000 0 1,000

2 1,066 564 7358
4 1,354 781 1,154
O 1,700 1,066 1,512

8 1,769 1,186

1,460

Main effects
Span

Set Size < 01, MS,

o

Delay 360356, p < .01, MS, =

T1RZ6.006

ffects
Span F{1, 38y = 0880, p = 10, MS

<01, M5, = 0.003
e 10, MS, = 0.004

p > 10, MS, = 0.003
p = 031, MS, =

§ e N

# Mumber of items.

2 1,012 616
4 770

1 127 687
1 1
6 1,420 939
|
1
1

!
|,38Y 38
1,547 1,070
533 1,024 1,708 23
t
I

#
16

12

520 1,004

Main effects
Span
;{,h)‘ y

Interaction
Set Size W

Span F(5, 190) = 0.464, p > .10, MS, = 47,646
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5
Set Size
Delay
Interactions
Set Bize
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Prelay
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F(5, 190) = 1,355, p > .10, MS, = 0.002

Delay x
Span F(5, 190y = 1178, p > 10

“ Mumber of items,
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