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Eac h day we are faced with problem-solving tas ks, many of which are de­
pendent on working memory ( WM) capacity, w hich we b roadly defi ne as the 
capaci ty for controlled processing ( Engle & Kane, 2004). Take, for exam­
ple, the seemi ngly s imple task of select ing new furniture .  This p rob­
lem -solving task would seem to have very l it tle to do wi th WM c apacity at 
first glance. However, visualizing and decid i ng whether the chosen fu rni­
ture will fit in the allor.ted s pace taps WM capacity as it requires holding an 
image of the s pace in m i nd while mentally juggling and moving the selected 
furn iture within the imaged space. Similarly, the act of mentally calculating 
whether one can afford the more expensive fu rniture again u t ilizes WM ca­
pacity as one must hold a series of numbers i n  mind while performing addi­
tional mathematical operations before reaching a decis ion. Thus it 
beco mes apparent that even a task such as selecti ng new furniture uses W M  
cap acity and fits within Baddeley and I .ogie's ( 1999) notion of WM, w hich 
they defined as the following: 

... multiple specialized components of cognition that allow humans to com­
prehend and mentally represent their immediate environment, to retain in­
formation about their immediate past experience, to support the acquisition 
of new knowledge, to solve problems, and to formulate, relate, and act on 
current goals. (p 28) 
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Tasks such as selecting new furniture rarely seem overly complex and yet 
other tasks that also rely on WM processing can be cognitively overwhelm­
ing. This raises the question of why two tasks, equally dependent on WM ca­
pacity, can seem disproportionately difficult. The purpose of this chapter is 
to address this issue by providing a brief history ofWM research while de­
tailing the real-world implications ofWM capacity limitations and discuss­
ing what WM capacity is and is not related to as well as when WM capacity 
should be expected to matter. Finally, we discuss how this relates to prob­
lem solving and detail a line of problem-solving research specifically de­
signed to address what we currently know about WM capacity limitations. 

HISTORY OF WORKING MEMORY RESEARCH 

To understand why WM capacity might be expected to play a role in some 
tasks but seem irrelevant in others, it is necessary to address how the W M  
system is presumed to operate. One o f  the most influential models ofWM 
was put forth by Baddeley and Hitch ( 1 974;  see also Baddeley, 1 986, 2001; 

Baddeley & Hitch, 1 994). The Baddeley and Hitch (1 974)  model focused 
and expanded on the short-term store in Atkinson and Shiffrin's ( 1  968) 

"modal" model and proposed that short-term memory (STM) acts as a vVM 

system that is responsible for temporarily maintaining and manipulating a 
limited amount of information to support the performance of a variety of 
cognitive tasks (e.g. , comprehension, learning, and reasoning; Baddeley, 
1 986). 

The three components that comprise the WM system in the Baddeley 
and Hitch ( 1 974) model are a supervisory system, called the central execu­
tive, and two specialized temporary memory slave systems, the visuospatial 
sketchpad and the articulatory loop. In its supervisory role, the central ex­
ecutive oversees and coordinates the two slave systems, switches the focus of 
attention, and activates information previously stored in long-term mem­
ory (L TM; Baddeley & Logie, 1 999). In this sense, the central executive is 
very similar to Norman and Shallice's (1 986) supervisory attentional sys­
tem. The task of temporarily maintaining information is handled by the two 
slave systems which are believed to briefly store information by either creat­
ing images, in the case of the visuospatial sketchpad, or utilizing rehearsal 
processes, in the case of the articulatory loop (Baddeley & Logie, 1 999). 

OTHER WAYS OF CONCEPTUALIZING WORKING MEMORY 

Other approaches to WM have been proposed since Baddeley and Hitch's 
(1 974) model. Consistent with the Baddeley and Hitch model are 
multistore, distributed processing models which assume that different com­
ponents handle different aspects or types of processing (e.g. , Bayliss, 
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Jarrold, Gunn, & Baddeley, 2003; Carlson, Kboo, Yaure, & Schneider, 
1990; Carlson, Sullivan, & Schneider, 1989). Such models are contrasted by 
those that conceptualize WM as a unitary construct (Colom & Shih, 2004; 

Engle & Kane, 2004; Kyllonen & Christal, 1990). For example, Engle and 
Kane (2004) viewed the WM system as a single store in which controlled at­
tention and related processes keep a limited amount of information from 
L TM activated above threshold. Debates about the unitary versus multidi­
mensional nature ofWM thus reflect differences in opinion about how in­
formation is processed and maintained in WM. Such distinctions constitute 
only one way to differentiate among different models of WM . 

Another basis for distinguishing among the different views of WM is 
whether WM capacity is conceptualized as being domain and task specific 
or something that may be generalized across many domains and tasks. Re­
searchers such as Dane man and Carpenter ( 1980, 1983) suggested that WM 
capacity is domain specific and that WM capacity tasks will only have predic­
tive validity when they tap specific skills necessary in the criterion task 
(Hambrick & Engle, 2003). Others such as Engle and colleagues (e.g., 
Hambrick & Engle, 2002, 2003; Hambrick, Kane, & Engle, 2005; Kane et 
al., 2004) argued that, although the coding formats are specific to language 
or visual and spatial domains, the supervisory attention aspect ofWM is do­
main general. They suggested that measures ofWM capacity tap informa­
tion processing capabilities that are· useful in many tasks, thus accounting 
for the abi I ity of WM capacity to predict performance in a wide variety of 
domains and tasks. 

ASSESSING WORKING MEMORY CAPACITY 

WM capacity is typically assessed using measures that combine the storage 
component of STM tasks with an additional requirement of simultaneous 
processing of other information. For example, Daneman and Carpenter's 
(1980) reading span measure requires participants to read and compre­
hend a series of two to seven sentences before being asked to recall the final 
word of each sentence. Turner and Engle's (1989) operation span task also 
requires the maintenance of words or letters while solving a series of simple 
math problems. One's reading or operation span (i.e., capacity) is the num­
ber of words one can correctly recall while correctly answering questions 
about the sentences or solving the math problems, respectively. In general 
then, these tasks assess how much information one can maintain in an active 
state while processing other information. The processing component in 
WM capacity tasks is believed to tap the central executive or ability to con­
trol attention, and is what distinguishes STM from WM capacity tasks 
(Engle, Tuholski, Laughlin, & Conway, 1999). Therefore those with higher 
WM spans (i.e., those that can maintain more items in an active state) are as-
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sumed to have more attentional resources or greater abil i ty to control their 
attentional focus relative to those who score lower on these vVM span mea­
sures ( Feldman Barrett, Tugade, & Engle, 2004). 

TO WHAT IS WORKING MEMORY CAPACITY RELATED? 

W M  capacity, as reflected by scores in operation s pan, reading span, and 
othe r measures of WM capacity, has been foun d  to be related to perfor­
mance in a variety of tasks ( Hambrick & Engle, 2003) such as reading and 
language comprehension ( Daneman & Carpenter, 1980; Daneman & 

Merikle, 1996; Engle, Cantor, & Carullo, 1992; Engle, Nations, & Cantor, 
1990; Turner & Engle, 1989), learning to spell  ( Ormrod & Cochran, 1988), 
and learning a new vocabulary ( Daneman & Green, 1986). 

W M  capacity tasks have been found to predict such cogni tive tasks as tak­
ing lectu re notes ( Kiewra & Benton, 1988), sto rytelling (Pratt, Boyes, Rob­
ins, & Manchester, 1989), writing ( Benton, Kraft, Glover, & Plake, 1984), 
logic learning ( Kyl lonen & Stephens, 1990), com p rehending and following 
directions (Engle, Caru llo, & Collins, 1991 ), as well as the ability to effec­
tively navigate in a hypertext learning environment ( Lee & Tedder, 2003). 

That WM capacity is predictive of performance in so many cognitive 
tasks has raised questions abou t the relation between WM capacity and in­
telligence, specifically fluid intell igence ( Colom & Sh i h, 2004; Colom, 
Rebol l o, Palacios, Juan- Espinosa, & Kyllonen, 2004; Conway, Cowan, 
Bu nting, Therriault, & Minkoff, 2002; M ackintos h & Bennett, 2003; 
Schvveizer & Moosbrugger, 2004), w hich Cattell (1963) p roposed reflects 
the basic capacity to reason and solve novel problems.  Engle, Tuholski, et 
al .  (1999) used exploratory and confirmatory factor analyses as well as 
structural  equation modeling to exam ine the nature of the constructs of 
STM, WM, and fluid intel l igence and concluded that STM and WM are dis­
tinct, yet highly related constructs. However, despite the related ness of 
STM and WM , only WM was fc>und to relate to fluid intelligence . That WM 
capacity tas ks involve an attention co mponent that STM tasks do not led the 
authors to suggest that the link between WM capacity and fluid intel ligence 
constructs is the ability to maintain an active rep resentation, particularly i n  
t h e  face o f  interference or dis traction ( Engle, Tuhols ki, e t  al . ,  1999). Thus 
the abil i ty to control attention is the component of WM capacity t hat is 
important to higher order ttmcrioning ( Engle, Kane, & Tu holski, 1999). 

WHEN DOES WORKING MEMORY CAPACITY MATTER 
(AND WHEN IS IT IRRELEVANT)? 

The previous d iscussion of the many things to which W M  capacity is related 
hi ghlights the fact that WM capacity will matter in tasks requiring the simul-
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taneous processing and storage of information. Engle, Kane, and Tuholski 
( 1 999) suggested that because WM capacity reflects the capability for con­
trolled processing, only tasks or situations that encourage or demand con­
trolled attention should yield individual differences in task performance. 
They specified seven contexts in which individual differences in WM capac­
ity are likely to be observed: 

1 .  When task goals may be lost unless actively maintained in WM. 
2. When actions competing for responding or response preparation 

must be scheduled. 
3. When conflict among actions must be resolved to prevent error. 
4. When there is value in maintaining some task information in the face 

of distraction and interference. 
5. When there is value in suppressing or inhibiting information irrele­

vant to the task. 
6. When error monitoring and correction are controlled and effortful. 
7. When controlled, planful search of memory is necessary or useful (p. 

1 04). 

Many of these contexts are present in tasks commonly used in psychol­
ogy experiments and instructional settings. For example, category fluency 
tasks require individuals to say as many exemplars from a given category as 
possible without providing redundant answers. To do so individuals must 
maintain the category name (i. e., con text 1 )  while conducting a controlled, 
planful search of memory (i .e . ,  context 7), and keep a running list of items 
that have and have not been produced (i.e., context 4) so they can inhibit 
items already said (i .e . ,  context 5) to prevent redundant responses (i.e., con­
text 6). These same contexts are also apparent in classrooms when instruc­
tors discuss a concept and then ask students to provide examples of that 
concept (e.g. ,  "What are some examples of sedimentary rocks?") . 

In another popular task, the Stroop ( 1 935) task, individuals view colored 
bars and color words printed in opposing ink col ors (e.g.,  the word red 

printed in green ink) and are asked to say the ink color (rather than the 
word) as quickly as possible. To successfully complete the Stroop task, indi­
viduals must maintain the goal of saying the ink color (i. e., context l) while 
inhibiting the automatic tendency to read the word (i.e., contexts 2 and 5) to 
prevent erroneous responses (i .e . ,  contexts 3 and 6). 

Consistent with the Engle Kane, and Tuholski ( 1 999) suggestion that 
these contexts can be expected to yield individual differences in WM capac­
ity, Kane and Engle (2003) found that in the Stroop task, low span individu­
als were less able to inhibit the more automatic response (e .g.,  reading the 
word rather than saying the ink color of the word) than high span partici­
pants. Similady, Kane, Bleck ley, Conway, and Engle (200 I) found that in 
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an antisaccade task, which required individuals to ignore a flashing light in 
the periphery to instead view stimuli that appeared in the opposite direc­
tion of the flashing light, low span individuals were less likely than high 
span participants to inhibit the automatic response (e.g., attending to the 
flashing light in the periphery) to achieve the goal-directed response of 
identifying a pattern masked letter that appeared in the opposite direction 
of the flashing light. 

Cantor and Engle (1993) also found WM capacity-related differences in 
the ability to inhibit responses. They presented participants with unrelated 
sentences containing a subject paired with different predicates and then 
gave participants a speeded recognition test. Response times on the recog­
nition test increased for both high and low WM span individuals as the num­
ber of predicates a single subject was paired with (i.e., FAN size) increased, 
but the increase in response times was much greater for the low than high 
span individuals. Cantor and Engle attributed the low spans' relatively 
higher response times to their having greater difficulty inhibiting 
previously associated subject-predicate pairs. 

Similar differences in high and low WM capacity individuals have been 
found in tasks that require other types of controlled processing. Rosen and 
Engle ( 1997) examined the ability of their participants to use controlled 
versus automatic processing to overcome retroactive interference (i.e., the 
interference that occurs when n�wer material hinders memory for older 
items) in a category fluency task and found that high WM capacity individu­
als showed greater immunity to retroactive interference than the low WM 
span participants. Feldman Barrett et a!. (2004) suggested that controlled 
processing depends on the central executive component of WM and "oc­
curs when attention is applied in a goal-directed, top-down, or endogenous 
fashion" (p. 555 ). They further posited that the reason individual differ­
ences in WM capacity play a role in tasks that require the suppression or in­
hibition of automatically processed information is because controlled 
processing is necessary to suppress or inhibit this information. 

Studies examining the relation between WM capacity and things such as 
stereotype threat, life stressors, and prejudice also provide support for the 
notion that WM capacity and controlled processing are necessary to sup­
press or inhibit task-irrelevant information. Schmader and Johns (2003) 

explicitly and implicitly activated stereotype threat, ''lhe phenomenon 
whereby individuals perform more poorly on a task when a relevant stereo­
type or stigmatized social identity is made salient in the performance situa­
tion" (p. 440), and found that women and Latinos were more likely to 
experience a reduction in Operation span scor·es when placed in stereotype 
threat conditions, relative to control conditions. Schmade,- and Johns also 
found that WM capacity mediated the effects of stereotype threat on 
women's math performance and suggested that stereotype threat reduces 
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WM capacity because individuals utilize attentional resources, which would 

otherwise be devoted to task performance, to suppress the negative stereo­
types. A similar explanation was offered by Klein and Boals (200 l) for why 
life event stress was found to reduce functional WM capacity and result in 
lower Operation span scores. Klein and Boals attributed stressed individu­
als' lower scores to their devoting attentional resources to suppressing or 
inhibiting thoughts about the stressful event(s) rather than to their 
performance on the WM capacity task. 

WM capacity and its role in inhibiting responses can also explain why 
prejudiced individuals showed reduced Stroop task performance after par­
ticipating in interracial, but not same-race interactions. Richeson and 
Shelton (2003) measured implicit and explicit racial prejudice and then ex­
amined response modulation and behavioral control, two indicators of 
self-regulation believed to rely on attentional capacity, in participants 
asked to interact with interracial or same-race individuals before complet­
ing a Stroop task. The researchers hypothesized and found that prejudiced 
individuals exercised greater self-regulation during interracial interac­
tions, relative to those in same-race interactions or less prejudiced individu­
als, which in turn hurt their performance on the Stroop task. Richeson and 
Shelton· explained these findings in terms of W M  capacity and executive 
control by suggesting that because self-regulation in interracial interactions 
and performance on the Stroop task involved the same attentional re­
sources, prejudiced individuals exercising greater self-regulation were 
more likely to exhaust WM capacity and have fewer attentional resources 
left to devote to performance on the Stroop task. 

A series of experiments examining "ch oking under pressure" (Beilock & 

Carr, 2005; Beilock, Kulp, Holt, & Carr, 2004 ; Gimmig, Huguet, Caverni, 
& Cury, 2005) provides additional evidence that external sources of pres­
sure (e.g. , stereotype threat, life stressors, and interracial interactions) can 
strain WM capacity resources and result in reduced prob lem-solving per­
formance. Beilock and colleagues (2004, 2005) presented modular arith­
metic problems that varied in how much they taxed WM capacity, in both 
low and high pressure situations, to low and high WM span individuals and 
asked them to indicate the "truth" of the problems. To solve modular arith­
metic problems (e.g . ,  62 = 1 8  [mod 4]), one must subtract the middle num­
ber from the first (i.e., 62- 18), divide the difference by the last number 
(i . e., 44 + 4 ) , and then declare the statement "true" if the resulting dividend 
is a whole number. Problems containing numbers larger than 20 or requir­
ing borrow operations were classified as having higher WM demand rela­
tive to problems with smaller numbers that did not require borrowing (e.g., 
5 = 3 [mod 2]). Participants comp leted several practice problems and a 
low-pressure test, which participants viewed as more practice problems, be­
fore being given a scenario designed to create a high pressure environment 
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and completing the high-pressure test. Beilock and C arr (2005) found that 
high WM span participants outperformed their lower WM span counter­
parts on the high WM demand problems, but only in the low pressure test. 
The low spans' disadvantage disappeared in the high pressure test because 
their level of performance did not decrease under pressure whereas the 
high spans' performance did. Beilock and C arr suggested that this some­
what counterintuitive finding, that high pressure situations emphasizing 
WM capacity are more detrimental to high than low WM span individuals' 
performance, reflects the inability of high WM spans to use the WM-taxing 
strategies in high pressure situations that foster their performance in low 
pressure situations due to pressure tapping and reducing available WM ca­
pacity resources. Gimmig et al. (2005) offered a similar explanation for the 
choking under pressure they observed on the Raven's Standard Progressive 
Matrices task in which individuals are given increasingly difficult patterns 
with one missing piece and asked to decide which of eight pieces will com­
plete the pattern. C onsistent with the Beilock and C arr results, Gimmeg et 
a!. found that high pressure situations hurt high more than low WM spans' 
performance on the complex, but not the easier items. Engle and col­
leagues (Kane & Engle, 2000, 2002; Rosen & Engle, l 997) have also re­
ported similar counterintuitive findings of dual task conditions hurting 
high more than low WNf span individuals' performance (e.g., on verbal flu­
ency and proactive interference tasks; i.e., tasks in which older items inter­
fere with memory for newer items). 

Together these studies highlight the role of controlled processing in task 
performance, as each fits one or more of the Engle, Kane, and Tuholski 
(1999) criteria of situations in which WM capacity should be important. Sit­
uations and tasks that do not fit these criteria are cases where WM capacity 
should be less important if not completely irrelevant. For example, WM ca­
pacity should be less important after extensive practice at a task because, 
with practice, performance of the task becomes more automatic and less de­
pendent on controlled processing (i.e., automaticity develops). Reber and 
Kotovsky (1997) presented evidence to support the notion that practice and 
expertise serve to reduce the role of WM capacity in task performance. 
They found that WM load initially slowed the implicit learning of how to 
solve the Balls and Boxes puzzle task, but that after the task was learned, 
\J\!M load no longer had an effect on problem-solving performance. 

Also consistent with the notion that task experience influences how much 
controlled attention is necessary is another set of experiments conducted by 
Beilock and colleagues (Beilock & Carr, 2001; Beilock, Carr, MacMahon, & 
Starkes, 2002). Beilock et a!. (2002) found that novel sensorimotor skills 
(e.g., golf putting and soccer ball dribbling) were performed better in 
skill-focused conditions in which participants had to attend to a particular 
component of how they were performing the sensorimotor task (e.g., not-
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ing the completion of one's golf swing in putting; noting which side of the 
foot was being used to dribble a soccer ball), relative to dual-task conditions 
that required monitoring something unrelated to the sensorimotor skill 
(e.g., attending to and noting different auditory tones). Conversely, expert 
golfers and soccer players performed better under dual-task than in 
skill-focused conditions. Beilock et al. suggested that the skill-focused con­
dition resulted in better performance for novices (and experts constrained 
to be novices in the soccer dribbling task by using a nondominant foot), be­
cause in the early stages of skill acquisition, greater attentional control is 
necessary and few attentional resources are left to devote to dual-task per­
formance. However, dual-task conditions resulted in better performance in 
experts for whom it is counterproductive to attend to a component of a skill 
(as the skill-focused conditions required), because doing so takes 
proceduralized skills that occur essentially outside of WM capacity and 
breaks them back down into smaller, independent units that must each be 
processed in a step-by-step attention-demanding way, similar to the way 
processing occurs early in skill acquisition. These findings that WM capacity 
demands are reduced as skill level increased are consistent with Ackerman's 
(1988) theory of complex skill acquisition which suggests that early task 
performance will be influenced by general fluid intelligence (e.g., do­
main-specific perceptual speed) whereas later task performance will be 
driven by psychomotor abilities, Thus varying levels of task experience can 
be expected to require varying levels ofWM capacity, regardless of whether 
one is dealing with cognitive or sensorimotor tasks. 

By considering the various tasks and constructs to which WM capacity is 
related and the conditions under which WM capacity can be expected to ex­
ert its influence, it becomes apparent that there are many more situations in 
which WM capacity matters than in which it does not. Ericsson and Delaney 
( 1999) argued that "WM is so central to human cognition that it is hard to 
find activities where it is not involved" (p. 259). For example, all novel prob­
lem-solving tasks or novel task components are likely to require controlled 
processing until practiced. Because WM capacity can be expected to influ­
ence initial task performance, it becomes necessary to address how V/M ca­
pacity affects problem solving. In the sections that follow, we discuss what 
implications WM research has for problem solving and detail a line of re­
search that has incorporated what we currently know about WM capacity 
limitations into instructional design. 

IMPLICATIONS OF WORKING MEMORY RESEARCH 

FOR PROBLEM SOLVING 

The discussion up to this point demonstrates that WM capacity can be ex­
pected to influence problem-solving performance for tasks or situations 



58 PRICE, CATRAMBONE, ENGLE 

that require controlled processing, particularly those involving interfer­
ence from previous problem-solving situations. This suggests that both in­
structional methods and the design of instructional materials should 
consider the role of WM capacity in problem solving. Two major efforts 
have been seen in this regard, with the introduction of Sweller's (1989) cog­
nitive load theory ( CLT) and Mayer's (2001) cognitive theory of multimedia 
learning. Each of these theories is based on the goal of designing instruc­
tional materials in such a way so as to reduce the learner's WM load and 
thereby increase understanding. 

COGNITIVE LOAD THEORY 

In 1989, Sweller introduced CLT, which takes what we know about the 
structures and functions of the human cognitive architecture and incorpo­
rates this knowledge into a set of guidelines about how best to present infor­
mation to maximize learning. These guidelines are based on assumptions 
about the roles ofLTM, WM, and WM capacity in how people learn, as well 
as assumptions about different factors that serve to increase or decrease var­
ious types of cognitive load (i.e., the amount of mental capacity being used; 
Sweller, 1989). 

The Human Cognitive Architecture 

CL T assumes that humans have a very limited vVM capacity, but a large 
L TM. CLT adopts Baddeley's (1986) multicomponent model ofVlM, with 
the central executive, visuospatial sketchpad, and phonological rehearsal 
loop, and suggests that under certain conditions, WM capacity might be in­
creased by utilizing both slave systems (visual and verbal) simultaneously 
rather than relying on one or the other (Tindall-Ford, C handler, & Sweller, 
1997). Increasing WM capacity is important because Sweller ( 1989) argued 
that, contrary to Miller's ( 1956) notion that we can handle five to nine items 
in WM , in reality humans are only capable of dealing with two to three items 
simultaneously if the items must be processed rather than.iust held in WM . 

If the items that are being processed in WM interact with each other in any 
way then this will require additional WM capacity and will serve to reduce 
further the number of elements or items that can be dealt with at the same 
time. CL T therefore posits that instructional materials can compensate for 
WM capacity limitations by Laking advantage of our large L TM ( Sweller, 
van Merrienboer, & Paas, 1998). 

L TM plays an important role in CL T by providing a way to overcome 
WM capacity limitations via the creation and storage of schemas. Schema 
formation allows many complex knowledge elements to be stored in L TM 
and worked on within WM as a single unit rather than many individual 
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pieces of knowledge, thus bypassing WM capacity limitations and allowing 
more processing to occur. Schemas help organize and store the informa­
tion in L TM, but also play a major role in the development of skilled perfor­
mance, as individuals combine several lower level schemas into one higher 

level schema to ultimately build increasing numbers of increasingly com­

plex schemas (Sweller et a!., 1 998). The notion that the way in which infor­

mation is encoded in WM and stored in LTM (e. g., in the form of schemas) 

can interact to influence the development of skilled performance is consis­

tent with models ofWM that emphasize the contribution of LTM to every­
day skilled performance (e.g. , Ericsson & Kintsch's, 1 995, long-term 
working memory model; see also Ericsson & Delaney, 1999). 

Schema Construction and Working Memory Cognitive Load 

Although schemas are stored in L TM, they are constructed based on con­
trolled processing that occurs in WM (Sweller, 1 989). CL T assumes that the 
effort one must exert to process the information in WM will depend both on 
the load that is imposed by the difficulty of the material itself, the intrinsic 

cognitive load, which is presumably unaffected by design manipulations, as 
well as the unnecessary or extraneous cognitive load imposed by poorly de­
signed materials, which can be reduced by creating better instructional ma­
terials .  Germane cognitive load can also be altered by design considerations, 
but reflects the effort that contributes to the construction of schemas. CL T 
therefore suggests that instructional materials should be designed to re­
duce extraneous cognitive load so as to free up capacity to apply toward 
germane cognitive load (Sweller et a!., 1 998). 

The three types of cognitive load are additive in nature and combine to 
determine how difficu lt schema construction and ultimately learning will 
be for different types of instructional materials. Although both extraneous 
and germane cognitive load can be affected by design considerations, the 
intrinsic cognitive load imposed by materials depends on how many ele­
ments must be processed simultaneously in WM as wel l  as how much ele­
ment interactivity there is. \1\fhen the elements can be learned or dealt with 
in isolation (e. g . ,  solving a problem such as "Amy is shorter than Bobby. 
Bobby is shorter than Cory. Cory is shorter than Darren-Who is the 
shortest?") , there is low el ement interactivity and low cognitive load rela­
tive to material s  or tasks that contain elements that must be processed si­
multaneously in WM to be understood (e.g. , sol ving a problem such as 
"Amy, Bobby, Cory, and Darren are taking turns driving on a road trip. 
Each will drive one time and must drive in the fol lowing order-Amy must 
drive before Cory but after Darren. Darren must drive before Cory but af­
ter Bobby.-Who is the last to drive?" ) .  Note that although both examples 
involve the same four people and are overly simpli fied examples of the an-
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alytical reasoning p roblems one might see i n  graduate or l aw school ad­
missions tests, there is low elem ent interactiv ity in the first p roblem 
because each comp arison can be processed i n  isolation, whe re as h igh ele­
ment jnteractivity exists in the second problem because the d riving orders 
must be p rocessed and compared at the same time in W M  to determine 
the answer to the p roble m .  Similarly, Sweller and C handler ( 1994) noted 
th at learning a new l anguage involves both l ow element interactiv ity (e .g . ,  
learning i ndividual vocabulary words) and h igh element inte ractiv ity 
(e .g. ,  learning how to combine multiple words to form a syntactically cor­
rect sentence). The refore, regardless of whether the learning domain is 
reasoning or language, as in our examples, or  math, sc i ence, engineer ing, 
or technology, learners p resented w ith materials low in element 
interactiv ity m ight be able to m anage higher levels of e xtraneous cogni­
tive load relative to those given m aterials h igh in element interactiv ity . 
Th e more element interactivity there is, the more i m portant it is that e x­
traneous cognitive load is reduced so that overall cognitive load is kept 
m anageable for the learner (Sweller et al., 1998). 

Determining what amount of cognitive load should be manageable for a 
learner and what constitutes too much is a difficu lt proposition, h owever. 
The difficulty centers on the fact that one cannot esti mate the l evel of ele­
ment interactivity in instructional materials without taking into account the 
learners because what constitutes a large number of interacting elements 
for one person might be a single elem ent for someone with more expertise. 
Intrinsic cognitive load thus de pend s not only on the nature of the materi­
als, but also the expertise of the learners (Sweller et a l . ,  1998). 

Schema Automation and Expertise 

One aspect that contributes to experts being able to handle h igher item 
interactivity than novices is the process of schema automation. As discussed 
earlier in this chapter in the context of when WM capacity is irrelevant (or at 
least less i mportant), automaticity occurs after extensive practice and allows 
familiar components of tasks to be carried out with minimal cognitive effort. 
This serves to free vVM capacity, m aking it possible to perform unfami liar 
tasks at levels that otherwise might be impossible were conscious processing 
necessary for all of the task components. So what initially is a schema with 
h igh item interactivity might, wit.h practice, become automatized to the point 
that the schema is processed with little to no load on the WM system ,  thus 
freeing the learner to focus on other aspects of the task. In keeping w ith this 
idea, Ericsson and Kintsch ( 1995) suggested that preexisting domain knowl­
edge can ease encoding and processing demands on vV?vi when deal ing with 
domain-relevant information. Results from a study conducted by Hambrick 
and Engle (2002) are also consistent with the idea that domain knowledge 
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and WM capacity interact to determine how much element interactivity can 
be managed. They tested low and high \NM capacity individuals' preexisting 
knowledge about baseball before presenting them with simulated radio 
broadcasts of baseball games such as the following excerpt: 

Gabriel Garcia, the number seven hitter in the lineup, is next to bat .... Now 
Lawson delivers-and there goes the runner, and a groundball is hit into 
right field. That was perfect execution. The batter holds up at first base with a 
single, and here comes the throw to third base. The runner slides head 
first-and he's safe .... Sam Philipe is the next batter of the inning ... . 

The baseball task had high element interactivity as evinced by the num­
ber and types of things participants were instructed to keep track of while 
listening to the games (e.g., the number of outs, the score, which bases were 
occupied by which players), as well as the types of questions contained in the 
memory and comprehension tests (e.g., to correctly answer who struck out, 
which player was on third, and the score at the end of the inning required 
participants to simultaneously track, process, and update WM as changes 
occurred for multiple players in the game). Hambrick and Engle (2002) 

found that those with preexisting knowledge about baseball were better 
equipped to track changes in the games, as indicated by their test scores, but 
that vVM capacity also influenced memory performance, regardless of the 
level of preexisting domain knowledge. These findings support the notion 
that schemas and domain knowledge (i.e., expertise) can serve to free up 
WM resources that are otherwise occupied in novices, thus enabling indi­
viduals with greater knowledge or greater WM capacity to handle more 
item interactivity (Sweller et al., 1998). 

Although issues of expertise and schema automation create problems for 
calculating acceptable levels of cognitive load a priori, Paas and van 
Merrienboer (1993) have created an a posteriori computation method in 
which performance and cognitive load values are converted to z scores to al­
low comparison of the mental efficiency of different instructional condi­
tions. High task performance combined with low mental effort yields scores 
indicative of high-instructional efficiency whereas low task performance 
with high mental effort indicates low-instructional efficiency. Paas, 
Tuovinen, Tabbers, and Van Gerven (2003) suggested that this computa­
tional method provides a way to meaningfully interpret participants' cogni­
tive load ratings in terms of their actual performance and thus compare 
different instructional design methods across a variety of tasks. The useful­
ness of such a tool becomes apparent when one considers that the major 
goal of CL T is to provide guidelines for the development of instructional 
methods that are high in instructional efficiency (Sweller et al., 1998). This 
goal is also the basis for Mayer's (200 1) cognitive theory of multimedia 
learning. 
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MAYER'S (2001) COGNITIVE THEORY 
OF MULTIMEDIA LEARNING 
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Mayer's (200 I) cognitive theory of multimedia learning is based on the as­
sumption that the human information processing system has two different 
channels, one for processing visual and pictorial information and the other 
for auditory and verbal processing, each of which has limited processing ca­
pabilities. The model assumes that active learning requires the learner to 
select and organize relevant words and images from text-narrations and il­
lustrations before integrating them with prior knowledge. These assump­
tions of the cognitive theory of multimedia learning are the basis for several 
principles that Mayer argued should guide the design of multimedia in­
structional materials (i.e., those using both words [printed or spoken text] 
and pictures [e.g., static or dynamic graphics, illustrations, graphs, video, 
etc.]). These principles from Mayer's theory combine with suggestions de­
rived from Sweller's ( 1989) CL T to yield a set of guide] ines about how best 
to design and present instructional materials. 

GUIDELINES FOR DESIGNING AND PRESENTING 
INSTRUCTIONAL MATERIALS 

The guidelines that stem from Mayer's (2001) cognitive theory of multime­
dia learning and Sweller's ( 1989) CL T are empirically based suggestions 
about the content, format, and presentation methods one should use when 
designing and presenting materials to yield better learning. Following, we 
summarize these suggestions by stating each guideline and then detailing 
the supporting research. 

Guideline 1: Give Learners Problems That Do Not Specify a Goal State 

This first guideline represents what Sweller et al. ( 1998) called the goal-free 
effect (also known as the no-goal effect or the reduced goal-specificity ef­
fect), which reflects the finding that giving learners problems that do not 
specify a goal state (i.e., goal-free problems) alters how the learners go 
about trying to solve them. Sweller et al. ( 1998) suggested that goal-free 
problems result in better schema acquisition and lower extraneous cogni­
tive load because rather than trying to figure out and keep in mind differ­
ences bet\.Yeen the current and goal problem states, as one might do using 
means-ends analysis in conventional problems, learners given goal-free 
problems tend to adopt a strategy of finding any operator that can be ap­
plied to the current problem state, and, in so doing, end up with the identi­
cal result obtained by those using the more cognitively overwhelming 
means-ends analysis. Sweller, Mawer, and Ward ( 1983) found that students 
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given goal-free problems were superior to students given conventional ki­
nematics and geometry problems in terms of schema construction. Similar 
results favoring goal-free problems have also been found using biology 
(Vollmeyer, Burns, & Holyoak, 1996) and trigonometry materials (Owen & 

Sweller, 1 985 ). 

In keeping with the idea that means-ends analysis results in greater WM 
load than goal-free problems, Ayres ( 1993)  found that students given con­
ventional two-step geometry problems made more errors at the subgoal 
phase than at the goal phase and rated their WM load highest at the subgoal 
phase because of the need to consider multiple elements in the problem at 
that point. 

At odds with Ayres's findings, however, are the results of a series of studies 
conducted by Catrambone (1996, 1998) in which he examined the effect of 
manipulations designed to increase subgoal formation on problem-solving 
performance. Catrambone consistently found that learners given worked ex­
amples incorporating manipulations (e.g., labels and captions) designed to 
elicit self-explanation and subgoal formation had superior (i.e., more accu­
rate) problem-solving performance, as assessed by near and far transfer tests, 
relative to those given worked examples without labels or captions. 

Recently, Catrambone (2004) extended this line of work to examine the 
effect of labeling subgoals on cognitive load ratings. Participants were given 
paper-based study materials in the domain of physics mechanics and asked 
to study two worked examples after studying brief reviews of Newton's sec­
ond law and trigonometry. Catrambone manipulated between-participants 
whether the subgoals were labeled or not in the two physics worked exam­
ples and collected cognitive load ratings once during the study phase and 
three times during the test phase (after completion of the near, medium, 
and far transfer test problems, respectively) to determine if highlighting 
subgoals would result in better performance, but perhaps at the expense of 
greater cognitive load either during training or testing. Contrary to Ayres 
(1993), Catrambone found that using labels designed to aid subgoal learn­
ing resulted in superior test performance on the medium and far transfer 
problems (ceiling effects were observed in both conditions on the near 
transfer problems) and lower cognitive load ratings during training and 
testing. This discrepancy in findings might be due to Ayres using conven­
tional problems versus Catrambone's use of worked examples (i.e., the 
worked example effect) rather than subgoals per se. 

Guideline 2: Give Learners Worked Examples Rather Than 
Conventional Problems to Solve 

The finding that studying worked exam pies can be more beneficial than ac­
tually solving conventional problems has been called the worked example 
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effect by Sweller et a! . (l  998). The advantage of worked examples seems to 
be due to the fact that worked examples help focus the learners' attention 
on the pertinent problem states and solution steps in the problem whereas 
conventional problems tend to result in the learner using means ends anal­
ysis (Sweller et al. , l 998). Paas and van Merrienboer ( l 994) found that stu­
dents who studied geometry worked examples had higher transfer 
performance, lower extraneous cognitive load, and better schema construc­
tion than those given conventional problems. Moreover, using their mental 
efficiency computation method, Paas and van Merrienboer found higher 
instructional efficiency in the worked examples condition than in the con­
ventional problem condition. Sweller and Cooper ( l 985; see also Cooper & 

Sweller, l 98 7) found similar effects with algebra worked examples. Because 
worked examples have been found to be effective instructional tools, an 
ever-increasing body of research exists examining how to design good 
worked examples, a topic the next guideline addresses. 

Guideline 3 :  Avoid Forcing the Learner to Integrate 
Separate Pieces of Information 

This guideline is based on what Sweller et al. ( 1 998) called the split-atten­
tion effect and is derived directly from the worked example effect. It is 
based on the finding that worked examples that force the learner to inte­
grate separate pieces of information to understand the material can result 
in more cognitive load than studying well-integrated worked examples. 
The split attention effect occurs w hen the same worked example with physi­
cally integrated material results in superior performance and reduced cog­
nitive load relative to studying nonintegrated worked examples (Sweller et 
al . ,  1 998). Work by Tarmizi and Sweller ( l  988) provides an example of the 
split attention effect in that they initially failed to obtain the worked exam­
ple effect and only observed it after switching from conventional (i .e. ,  
nonintegrated) geometry examples to examples in which the information 
was well integrated. 

Similar in nature and rationale to the split attention effect (Sweller et al . ,  
1 998) are Mayer's (200 l )  spatial and temporal contiguity principles. The 
spatial contiguity principle suggests that students learn better and experi­
ence less cognitive load when corresponding words and pictures are pre­
sented near rather than far from each other on the page or screen (Mo reno 
& Mayer, l 999) .  The temporal contiguity principle addresses the timing 
rather than the location of information presentation and states that stu­
dents learn better and experience less cognitive load when corresponding 
words and pictures are presen ted simultaneously rather than sequentially 
because it obviates the need to hold multiple things in memory for process­
ing. The split attention effec L, spatial ,  and temporal contiguity principles 
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combine to suggest that instru ctional materia ls  shou ld be designed to pre­
vent the l earner from having to try to hold in memory and integrate mult i­
p l e  p ieces of information . However, if  comp lete in tegration of materials 
cannot be addressed by location or spacing methods, i t  might be possible to 
deal with nonintegrated materials using dual modal i ty p resentation 
methods, a top ic addressed by the fourth gui del ine.  

Guideline 4: Present Materials Using Both Visual 
and Auditory Methods 

Sweller et al . ( 1 998)  suggested that presenting materials both visua lly and 
aud i torially can help com pensate for sp l i t  attention condi tions w hen, for 
example,  two p ieces of visual information that wou l d  normally need to be 
p hysically i n tegrated for understand ing are instead combined by us ing 
both v isual  and a u d i tory WM . Sweller et  al . ( 1 998)  called th is  the modal i ty 
e ffect, which is said to have occurred if p resenting some information visu ­
al ly  and some information auditorially resul ts i n  better performance than 
using ei ther the v isual or auditory chan nel alone. Mayer (200 1 )  suggested 
that the reason individuals learn be tter w hen tv.•o modali ties are used rather 
than only one (e . g . ,  an animation plus narration as op posed to an anima­
tion with on screen text),  is because combining a n imations w i th n arration 
util izes both the visual and the verbal channels, w hereas animations com­
b ined w i th on-screen text  must both rely on the v isual channel, which in­
creases the like l i hood that the visual channel will  become overloaded and 
ignores the process i ng capacity available in the auditory c h annel . Experi­
ments conducted by Mou savi, Low, and Sweller ( 1 995) and Tindal l -Ford et  
a! .  ( 1 997) provided support for the modal i ty effect i n  that  both fou nd lower 
cogn itive load ratings when both audio and visual i nstructions were u sed 
than w h e n  only visual instructions were used, but only when the materials 
were high in element i n teractivi ty .  The fact that the modal i ty effect al l  but 
disappe ared with low element interactiv i ty materials  su pports the Swel ler  et 
a l .  ( 1 998) claim that reductions in extraneous cognit ive load via better 
designed ins tructional materials are most crucial when materials already 
h ave h igh intrinsic cogn i tive load . 

Mayer (200 1 )  argued that dual modality p resen tations not only help p re­
vent WM overload, but are also more l i kely to induce learners to create ver­
bal and p ictorial menta l models that may then be integrated for increased 
learni n g. This i n tegrat ion of the verbal and pictorial mental models m ight 
be faci l i tated due to the red uction of the effective WM load, through the use 
of mult iple channels as suggested by CLT (Sweller et a ! . ,  1 998) .  Mayer has 
named the imp roved learning that occurs when materials are presented 
with words and p i c tu res,  as opposed to words alone, the mult imedia pr inci­
ple and c i ted mu ltiple exper iments in which he and his colleagues (e .g . ,  
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Mayer & Anderson, 1991, 1992; Mayer & Gall ini ,  1990) h ave fou nd that 
words and p ictures resul ted in better learn i ng than words alone. Toge ther 
the modality and multimedia principles suggest that combining v isual and 
auditory presentation methods can serve to reduce WM load and i ncrease 
learning.  However, the benefits of dual modal i ty p re senta tions only hold 
true if the information presented in the two channels is not redundant and 
if extraneous, u nnecessary information is removed from the materi als to 
al low learners to focus on the relevant information.  This caveat is the basis 
of the fifth guideline.  

Guideline 5:  Avoid Redundant and Irrelevant Sources 
of Information When Designing Instructional Materials 

Sweller et a!.  ( 1998) and Mayer (200 1) suggested that presenti n g  learners 
with redundant information or multiple sources of i nformation that are 
self-contai ned and can be used without reference to each other can result in 
WM overload and reduced learning. For example, learners given an anima­
tion and narration have been found to learn more than those given an ani ma­
tion, narration, and text because the additional text in the latter case is 
redundant with the narration and runs the risk of overloading the visual 
channel (Mayer, 2001 ). The redundancy effect is said to have occu rred when 
students not given redundant information perform better and report lower 
cognitive load than students presented redundant information . However, 
what is redundant information for one individual (e.g. , an expert) might be 
necessary for another (e .g. ,  a novice) to understand a diagram or worked ex­
ample.  For example, McNamara, J(jntsch, S inger, and J(jntsch ( 1996) fou nd 
redundancy effects for experienced learners but not for n ovice learners, 
which al igns with the B eilock et a! .  (2002) observation that "experienced per­
formers suffer more than novices from conditions that call their attention to 
i nd ividual tas k  components or el icit  step-by-step monitoring and control" (p . 
14). Once aga in,  this suggests that i t  is necessary to consider the learners' 
level of knowledge when design i ng instructional materials. 

Although the redundancy effect reflects the need to avoid du plicate 
sou rces of information, Mayer's (200 1) coherence pri nciple suggests detri­
menta l effects on W M  load and learn ing can also occur if i nstructional ma­
terials i nclude extraneous i nformation (e .g . ,  i n teresting but irre l evan t  
words, p ictu res, music, and sou nds).  Mayer suggested that the inclusion of 
irrelevant p ictures or sounds only serves to i ncrease WM load as well  as the 
l i kel ihood that the learner will  fa i l  to notice the i mportant aspects of the les­
son because h is or her attention has been drawn away by this  other i nterest­
ing, but i rrelevant, information ( M oreno & Mayer, 2000). A series of four 
experiments conducted by Mayer, Heiser, and Lonn (200 1) yielded 
consistent support for redundancy and coherence effects. 
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Such Endings detail the need to develop well-designed materials that 
highlight the important information without drawing attention to other, 
unimportant or redundant information that can reduce learning and in­
crease cognitive load. Mayer's (200 1 )  individual differences principle sug­
gests, however, that some types of learners are more likely to beneftt from 
well-designed materials than others. Mayer posited that it is more impor­
tant for instructional materials to be designed well for low knowledge indi­
viduals who lack the knowledge base that would allow them to compensate 
for poorly designed materials, than for high knowledge individuals, who 
may draw on their larger body of knowledge to make sense of the lesson. On 
the other hand, the principle states that design effects will not beneftt low 
spatial learners who will be using all their WNf capacity to hold images in 
WM , leaving no additional WM capacity resources to integrate the visual 
and verbal representations, but will help high spatial ability learners who 
will have enough WM capacity to handle both maintenance and integra­
tion. For these reasons, well-designed visual and verbal materials are e x­
pected to beneftt low knowledge, high spatial ability learners more than 
high knowledge, low spatial abi lity learners ( Mayer, 200 1 ). So again we see 
that knowledge and ability levels interact with design and presentation 
methods to influence overall levels of WM (cognitive) load and learning. 

An additional factor that interacts with design and presentation methods 
to influence learning is type of practice. Consistency in practice can facili­
tate learning but may also increase the likelihood of proactive interference 
(Woltz, Gardner, & Gyll, 2000). For example, Luch ins's ( 1 942) classic water 

jug experiment demonstrated that individuals given a series of arithmetic 
computation problems requiring the same sequence of water jug manipula­
tions to obtain the correct answer had difficulty switching to a new sequence 
of operations to solve transfer problems. Woltz, Gardner, and Bell (2000) 

also observed proactive interference, or what they called einstellung or nega­
tive near transfer effects, in a number reduction tasks, when learners were 
given consistent practice with possible rule sequences necessary to solve the 
problems. Functional fixedness, the inability to view or use common objects 
in new ways (Maier, 1 930, 1 93 1  ), and strong-but-wrong errors, which occur 
when learners incorrectly apply well-practiced skills (Reason, 1 990) ,  ar : 
other examples of proactive interference that may occur after consistet t 
p•-actice. These examples of proactive interference in problem solving a i 
represent cases where consistent practice can have detrimental effects an 1 
WM capacity should be necessary to overcome the interference to produce 
accurate problem solving and transfer performance. 

Sweller et al. ( 1 998) suggested that one way to overcome these problems 
and enhance transfer performance is to give learners variability i n  practice. 
Variability in practice, whether the variability stems from the context in 
which the task is performed or how the task is presented, results in learners 
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being better able to transfer what they have learned to novel tasks. Such 
variabil ity produces an apparent paradox, however, because variabil ity re­
sults i n  higher cognitive load ratings during practice than if type of practice 
is held constant, yet the variabil i ty results in better transfer performance. 
Paas and van Merrienboer ( 1 994) explained this  paradox in terms of ger­
mane and extraneous cognitive load by hypothesi zing and finding an inter­
action between the two types of cognitive load. They found that if 
extraneous cogni t ive load was high, then having variabi l ity during practice 
increased germane cognitive load to the po i nt where learning and tran sfer 
performance were impaired. However, if extraneous cognitive load was 
low, then i t  was beneftcial to transfer training to have variability during 
practice. 

Together these five guidelines yield multiple ways to reduce WM load 
and increase learning by designing instructional materials that reduce ex­
traneous cogni tive load caused by poorly des igned materials, thus freeing 
up WM to handle more germane cognitive load and schema con struction . 
That each of these guidelines yields testable hypotheses has res ulted in a 
l arge body of problem-solving research based wholly or i n  part on Swel ler's 
( 1 989) CLT and Mayer's (200 1 )  cognitive theory of multimedia learning. 
For example, aspects of the variability effect can be found in the research 
examining the effects of scaffolding on problem-solving abil ity. Renkl, 
Atkinson, Maier, and Staley's (2002;  see also Atkinson, Renkl , & Merri ll, 
2003;  Renkl & Atkinson, 2003) use of scaffolding to gradually move the 
learner from studying worked examples to eventually having the learner 
solve conventional problems represents one way of man ipulating the vari­
abili ty of practice. I3y moving learners from worked examples to solv ing 
conventional problems after practice, the Renkl et al . (2002) scaffolding 
work also capital i zes on the worked example effect and the notion put forth 
by CL T (Sweller et al., 1 998),  that what i s  appropriate for novices might be 
inappropriate or redundant once expertise is achieved in a problem-solv­
ing domain. Thus multiple aspects of the Sweller et al .  ( I  998) and Mayer 
(200 1 )  theories play a role in scaffolding. 

INTEGRATING WORKING MEMORY 
AND PROBLEM-SOLVING RESEARCH 

Mayer's (200 1 )  multimedia design principles, Sweller's ( 1989) CL T inslruc­
tional design principles, and the body of research each has i n spired are an 
important first step in in tegrating what we know about WM capacity limita­
tions into instructional design methods. However, examination of the WM 
and problem-solving-i n structional design literatures suggests several gaps 
and areas for future empirical research that should be addressed . For ex­
ample, it seems that greater emphasis must be placed on ex pli cating when 
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and how expertise can be expected to interact with WM capacity and the dif­
ferent instructional design methods to in fluence learning. CL T (Sweller, 
1 989) addresses the role of schemas and automaticity, both of which are 
components of expertise, in overcoming WM limitations and element 
interactivity, and Mayer's (200 1 )  individual differences principle suggests 
that novices are more likely to benefit from well-designed instructional ma­
terials than experts. However, neither theory leads to direct predictions 
abou t how their principles are likely to interact with varying levels of knowl­
edge or WM capacity to influence learning other than to suggest that in­
structional design methods that benefit novices might prove detrimental to 
experts (Kalyuga, Ayres, Ch andler, & Sweller, 2003 ; see also Kalyuga, 
Chandler, & Sweller, 1 998; Kalyuga & Sweller, 2004).  This lack of specifiC­
i ty is problematic in ligh t of Hambrick and Engle's (2002) finding that do­
mai n knowledge and WM capacity each accounted for u nique and varying 
levels of variance in the ability to recall information about simulated base­
ball games. This suggests it is not sufficient to know how much an individual 
knows about a topic or whether an individual has low or high \1\'M capacity 
because each can be expected to contribute to task performance in a differ­
ent way. Therefore, a clear delineation of which principles are effective for 
different knowledge and WM capacity levels will ultimately be needed 
before the CL T (Sweller, 1 989; Sweller et a!., 1 998) and multimedia design 
(Mayer, 200 1 )  princ iples can be maximally effective and useful for students 
and instructors. 

A second issue that warrants further examination is how external and 
internal sources of pressure combine with WM capacity to influence per­
formance, and whether any of the previously desc ribed design gu ideli nes 
can be used to offset such sources of pressure. The WM research examin­
ing choking u nder pressu re in math (Beilock & Carr, 2005 ; Beilock et a!., 
2004), life stressors (Kle in & Boals, 200 1 ), prejudice (Richeson & Shelton, 
2003 ), stereotype threat (Schmader & Johns, 2003),  and the prob­
lem-solving research investigating the effects of different aspects of in­
structional materials (e.g., number of elements and element interactivity) 
known to "pressure" and reduce WM capacity, all sugges t that pressure 
can have deleterious effects on WM capacity or problem-solving perfor­
mance. More disconcerting is the finding that pressu re is most li kely to 
negatively affect high WM capacity individuals who, u nder less stressful, 
less WM-demanding situations, would have supe rior problem-solving 
performa

_
nce, relative to those with low WM capacity (Bei lock & Carr, 

2005 ). As Beilock and Carr (2005 ) noted, such findings have seri ous i mpli ­
cations for the validity and interpretation of performance scores collected 
under highly stressful si tuations (e.g., Sc holastic Assessment Test, Gradu­
ate Record Exam, Law School Admission Test, etc.) and raise questions 
about what scores on such measures represent (e.g., doma in knowledge , 
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WM capacity, the effect of pressure on WM capaci ty). Questions such as 
these highl ight the need for additional research into the various types of 
cognit ive load (i.e. , intrinsic, extraneous, and germane), the pressure 
each one induces (separately and together), and whether the multimedia 
design or CL T principles are in any way able to compensate for internal 
and external sources of pressure. For example, are there experimental 
manipulations that would "push" or alter intrinsic and germane cognitive 
load and how would such manipulations interact with WM capac ity and si t­
uation-based pressure (see, e.g. , Gerjets, Scheiter, & Catrambone, 2 004) ? 
Would tra in ing materials that emphas ize learning subgoals increase ger­
mane cognitive load too much for a low WM span ind ividual but be within 
acceptable WM load lim its for a high span individual and would these ac­
ceptable l im its vary as a function of internal and external sources of pres­
sure (Catrambone, 20 04) ? In other words, do CLT (Sweller, 1 989) and the 
cogni tive theory of multimedia design (Mayer, 200 l )  need to include a 
" pressure principle" to account for the influence of pressure on WM ca­
paci ty and problem-solvi ng performance? Further research is  necessary 
to see if the addition of such a principle is warranted. 

Finally, although research has examined how CLT (Sweller, 1 989)  and 
multimedia design (Mayer, 200 1 )  principles influence performance on 
cognitive tasks, it would seem worthwhile to also examine the usefulness of 
their application to the instruction of sensorimotor tasks. For example, 
would applying the principles stemming from the Sweller et a!. ( 1 998)  mo­
dal ity and redundancy effects or Mayer's (200 1 )  multimedia, spatial conti­
guity, and coherence principles to magazines, books, and videos designed 
to improve one's golf game result in one having a lower handicap ? Al­
though Ackerman's  ( 1 988)  theory of complex skill acquisit ion and Beilock 
and colleagues' (Be ilock & Carr, 200 l ;  Beilock et al., 2002) findings of de­
creased reliance on controlled processing as sensorimotor skills develop 
suggest that the CLT (Sweller, 1 989) and multimedia design (Mayer, 2 00 l )  
principles mi ght not apply once a skill has been acquired, i t  remains an em­
pirical question whether the princi ples are useful in the "early" stages of 
sensorimotor ski l l  acquisition. 

These empirical questions will need to be addressed using a combination 
of methods, tasks, and mani pula tions commonly used in the WM and prob­
lem-solving li teratures before we can definitively answer the question re­
garding when WM considerations can be expecled to matter across 
differe n t  problem-solving tasks and learning environments. These li tera­
tures suggest a variety of factors that might influence WM capaci ty or prob­
lem-solving performance. However, until  more research has been 
conducted to address the noted gaps, we are left with the speculation that, 
in problem solving and instructional design, WM capaci ty matters a lot, but 
research is  needed to determine more precisely when i t  matters . 
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